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Hip fractures are a substantial cause of morbidity and 
mortality in the United States and throughout the 

world, with more than 300 000 cases occurring in 2014 
in the United States alone (1). Although age-adjusted hip 
fracture incidence has decreased in recent years, absolute 
numbers of hip fractures are expected to increase by 12% 
by 2030 owing to an aging population (2). Hip fractures, 
especially in elderly patients, represent a life-changing 
event and carry a substantial risk of decreased functional 
status and death, with 1-year mortality rates reported to be 
as high as 30% (3,4).

Accurate and timely diagnosis of hip fractures is critical, 
as outcomes are well known to depend on time to opera-
tive intervention (5–7). Specifically, Maheshwari et al re-
cently showed that each 10-hour delay from admission to 
surgery is linearly associated with 5% higher odds of 1-year 
mortality (6). Efficient radiographic identification and 
classification of a hip fracture represents a key component 
to optimizing outcomes by avoiding unnecessary delays, 

especially as the implant choice for a hip fracture depends 
almost entirely on its radiographic classification, and the 
initial image often contains enough information to begin 
planning the definitive surgery (Fig 1) (8,9). Additionally, 
up to 10% of hip fractures are occult on radiographs (24). 
In these situations, subsequent imaging is often required 
for diagnosis, including CT, bone scan, and MRI, which 
may increase the time to diagnosis and the overall cost of 
care (25).

Machine learning and deep learning with artificial neu-
ral networks, in particular, have recently shown great prom-
ise in achieving human- or near-human–level performance 
in a variety of highly complex perceptual tasks that were 
traditionally challenging for machines to perform, includ-
ing image classification and natural language processing. 
Artificial neural networks exploit a stacked architecture of 
layers of “neurons” to learn hierarchical representations of 
data across multiple levels of abstraction, calculating more 
and more complex features in each layer. Convolutional 
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Purpose: To investigate the feasibility of automatic identification and classification of hip fractures using deep learning, which may im-
prove outcomes by reducing diagnostic errors and decreasing time to operation.

Materials and Methods: Hip and pelvic radiographs from 1118 studies were reviewed, and 3026 hips were labeled via bounding boxes 
and classified as normal, displaced femoral neck fracture, nondisplaced femoral neck fracture, intertrochanteric fracture, previous open 
reduction and internal fixation, or previous arthroplasty. A deep learning–based object detection model was trained to automate the 
placement of the bounding boxes. A Densely Connected Convolutional Neural Network (or DenseNet) was trained on a subset of the 
bounding box images, and its performance was evaluated on a held-out test set and by comparison on a 100-image subset with two 
groups of human observers: fellowship-trained radiologists and orthopedists; senior residents in emergency medicine, radiology, and 
orthopedics. 

Results: The binary accuracy for detecting a fracture of this model was 93.7% (95% confidence interval [CI]: 90.8%, 96.5%), with a 
sensitivity of 93.2% (95% CI: 88.9%, 97.1%) and a specificity of 94.2% (95% CI: 89.7%, 98.4%). Multiclass classification accuracy 
was 90.8% (95% CI: 87.5%, 94.2%). When compared with the accuracy of human observers, the accuracy of the model achieved 
an expert-level classification, at the very least, under all conditions. Additionally, when the model was used as an aid, human perfor-
mance improved, with aided resident performance approximating unaided fellowship-trained expert performance in the multiclass 
classification.

Conclusion: A deep learning model identified and classified hip fractures with expert-level performance, at the very least, and when used 
as an aid, improved human performance, with aided resident performance approximating that of unaided fellowship-trained attending 
physicians.

Supplemental material is available for this article.
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Group Image Annotator (University of Oxford, Oxford, Eng-
land) (17). All radiographs that included at least one hip taken 
from an anteroposterior projection of the patient were included, 
including the anteroposterior pelvis, anteroposterior hip, and 
frog-leg lateral views; cross-table lateral views and images not 
including the hip were excluded. Bounding boxes were drawn 
around each hip, and each was classified as unfractured, frac-
tured, or containing hardware. Fractures were further subclassi-
fied as nondisplaced femoral neck (FN) fractures, displaced FN 
fractures, or intertrochanteric fractures. The hardware was sub-
classified as previous internal fixation (open reduction and inter-
nal fixation) or arthroplasty and was counted as “no fracture” in 
binary fracture prediction. In cases of uncertainty, the patient’s 
subsequent imaging was reviewed, and further CT, MRI, and 
postoperative imaging was used as ground truth. If an operation 
eventually occurred, the label was inferred from the operative 
fixation chosen (Fig 1). A total of 3026 bounding boxes were 
labeled in this fashion. These came from 1999 radiographs in 
972 patients, with 1877 different hips represented (eg, right and 
left hips), indicating that 93.1% of patients had each of their 
hips seen on at least one radiograph. The bounded hip images 
were split by the accession number into the training, validation, 
and test sets using a 60:25:15 split, with a randomization by class 
distribution to ensure an equal distribution of classes among da-
tasets. This ensured that all images from a study appeared in only 
one dataset.

Model Architecture
We selected a Densely Connected Convolutional Neural 
Network (DenseNet) architecture consisting of 169 layers 
for fracture classification. In a DenseNet, convolutional lay-
ers are placed in discrete “dense blocks,” and within those 
blocks, a layer receives as input all activations from the pre-
vious layers within the block (19). This feature reuse allows 
for a more compact model with fewer parameters and reduced 
overfitting, which is particularly important in our training 
set that is relatively small in size (19). This choice of models 
was verified empirically by testing against a variety of differ-
ent model architectures, including VGG-19, InceptionV3, and 
InceptionResNetV2.

To further combat overfitting in our dataset, the DenseNet 
was initialized with ImageNet-pretrained weights (20). The Ima-
geNet dataset consists of more than 1 million images separated 
into 1000 individual classes (29). Training models first on the 
ImageNet dataset and then fine-tuning on the task at hand has 
been shown to achieve faster model convergence and improved 
performance, especially when working with relatively small da-
tasets, which may otherwise be insufficient to learn a deep repre-
sentation of data from scratch (30,31).

An attention pooling mechanism was added to the end of 
the model via the addition of a squeeze-and-excitation block 
(32). On a conceptual level, this block acts as a learnable chan-
nel-wise weight mask that allows the network to dynamically 
prioritize the most salient features in a given image for classifi-
cation, such as the radiolucency of a fracture, and empirically 
has shown performance improvements in our dataset as shown 
in Table E1 (supplement). The final layer is a softmax layer 

neural networks, the standard in computer vision, use sets of 
filters in each layer to generate many complex features from 
an input image and have shown great promise in many areas 
of radiography, including in many musculoskeletal applications 
(10–16).

In this study, we proposed an automated system of hip frac-
ture diagnosis and classification using deep learning with a con-
volutional neural network. Such a system has enormous clini-
cal importance as it may decrease the rate of missed fractures, 
the reliance on advanced imaging such as MRI, and the time 
to operative intervention, thus potentially improving patient 
outcomes. We hypothesized that this system will be, at the very 
least, equivalent to expert performance in hip fracture identifica-
tion and classification and will improve physician performance 
when its predictions are used as an aid.

Materials and Methods

Dataset Acquisition
After obtaining institutional review board approval, our ra-
diology report database was queried retrospectively for hip 
or pelvic radiographs obtained in the emergency department 
with the words “intertrochanteric” or “femoral neck” occur-
ring near “fracture” from 1998 to 2017 in patients aged 18 
years or older. A total of 919 of these studies were identified 
as likely containing a hip fracture based on a manual review 
of the reports and were included in the study. An additional 
199 studies were chosen at random from the database of hip 
or pelvic radiographs using the same year and age cutoffs. Each 
radiograph from these 1118 studies was then extracted and 
processed using the Python Pydicom package (version 1.1.0; 
https://pydicom.github.io/pydicom/stable/). A patient flowchart is 
shown in Figure E1 (supplement).

All images were reviewed by two postgraduate year 4 ortho-
pedic residents (J.D.K., K.M.H.) using the Visual Geometry 

Abbreviations
AUC = area under the curve, CI = confidence interval, DenseNet = 
Densely Connected Convolutional Neural Network, FN = femoral 
neck, ROC = receiver operating characteristic

Summary
A deep learning model was trained to identify and subclassify hip 
fractures from radiographs, with an overall binary accuracy for hip 
fracture detection of 93.7% and a functional subclassification ac-
curacy of 90.8%.

Key Points
 n In this study, a deep learning model achieved an accuracy of 

93.7% in the identification of a fracture and an accuracy of 90.8% 
in a functional subclassification.

 n This model performed, at the very least, at the level of fellowship-
trained attending physicians and outperformed the residents under 
the conditions of our study.

 n When the model’s predictions were provided as an aid, human 
performance improved, with aided resident performance approxi-
mating that of unaided fellowship-trained attending physicians in 
a multiclass classification.

http://radiology-ai.rsna.org
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Figure 1: Frontal radiographs of the pelvis show implant choice by fracture type. Top row: a nondisplaced femoral neck fracture, which is treated with 
cannulated screw fixation. Middle row: a displaced femoral neck fracture, treated with arthroplasty. Bottom row: an intertrochanteric fracture, which is treated 
with internal fixation with cephalomedullary nail. White arrows point to fractures.

images to 224 3 224 pixels may cause some loss of informa-
tion, it was necessary to make our images compatible with the 
ImageNet-pretrained model, and attempts to train our model 
on 500 3 500 pixel and 1000 3 1000 pixel images failed to 
converge consistently given our small sample size. We evalu-
ated this effect of downsampling via a comparison with human 
observers as described in the following section. To make our 
model invariant to differences in the zoom of the bounding 
box, each hip in the training set appeared twice, with differing 
sizes of bounding boxes. To each of these images, we applied 

with one output for every hip class (see Fig E3 [supplement] 
for an overview of the model architecture), and binary predic-
tion is computed by summing the probabilities of the fractured 
and unfractured classes.

Data Processing and Augmentation
Before being inserted in the model, the hip images were resized 
to 224 3 224 pixels and replicated into three channels to be 
compatible with the ImageNet-pretrained model, and left hips 
were flipped to appear as right hips. While downsampling the 

http://radiology-ai.rsna.org
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der the curve (AUC) and via calculation of key performance 
metrics including accuracy, sensitivity, and specificity. To cal-
culate these metrics, we performed bootstrapping with 2000 
iterations, where the first step in each iteration was to ran-
domly drop all images except one from each patient; we then 
reported the mean and 95% confidence interval (CI) of the 
bootstrapped statistic. In this way, we ensured that each image 
was independent from all others in our evaluation and that 
no patient had more than one image in each evaluation sub-
set. The 95% CI bands were generated around the ROC curve 
via vertical averaging (33). The time to the preliminary and 
final radiology reading for our dataset was also recorded, and 
averages, standard deviations, and ranges were reported after 
excluding outliers (all points that lie more than 1.5 times the 
interquartile range more or less than the third or first quartiles, 
respectively).

A total of 100 images were chosen at random from the 
test set for comparison with human evaluators. As our hu-
man experts, we selected two trauma fellowship–trained or-
thopedic surgeons (P.T. and E.G.M., average of  10 years of 
postfellowship experience) and two musculoskeletal fellow-
ship–trained radiologists (R.P. and K.C.M., average of 2 years 
of postfellowship experience). As residents often perform the 
initial image interpretation in an academic setting, two post-
graduate year 4 residents in each of the fields of emergency 
medicine (B.F.D., K.A.P.), orthopedics (M.Z., E.J.G.), and 
radiology (J.H.S., A.W.) were also selected. Each physician 
was shown the 100 images exactly as input into the model 
(“model-quality” images), and after 1 week, they evaluated 
the same hips in a shuffled order at the full resolution and size 
(“full-quality” images). To assess the effect of model-aided 
image reading, each physician was finally presented with the 
model’s heatmap and top two suggestions when their answer 
differed from that of the model with the full-quality images, 
and they were asked to provide a final prediction (Fig 2).

Using the method specified earlier to ensure the indepen-
dence of observations, key performance metrics were calcu-
lated for each group of observers, and Cohen k coefficients 
were then calculated to measure each observer’s agreement 
with the ground truth. Binary and multiclass performance 
for the model versus human observers and between different 
groups of human observers were compared via differences in 
Cohen k coefficients with 95% CIs of these differences, which 
were computed via a bootstrapping test with 2000 iterations. 
Additionally, we plotted the sensitivity and specificity point 
estimates for each group of human observers on the model’s 
ROC curve with 95% confidence bands (34) for binary clas-
sification. We defined performance to be statistically supe-
rior when the CI for the difference in Cohen k coefficients is 
positive throughout and does not cross zero, and noninferior 
when the CI does not go below the noninferiority margin, 
which we defined empirically to be the average between the 
individual difference in Cohen k coefficients for each pair of 
human observers under all conditions tested (ie, the mean of 
the differences in binary and multiclass Cohen k coefficients 
between the two orthopedic attending physicians, between 
the radiology attending physicians, between the orthopedic 

data augmentation with three types of contrast changing—
cutout (18), Gaussian-mixture masking, and bounding box 
wiggling—to generate six additional images (Fig E2 [supple-
ment]). The effect of each of these data augmentations was 
validated empirically and is shown in Table E1 (supplement).

Model Training
The DenseNet was initialized with ImageNet-pretrained weights 
(20) as mentioned and trained using the Adam optimizer (21) 
with a learning rate of 0.00001, batch size of 25, and learning 
rate decay of 0.9 to minimize weighted cross-entropy loss. The 
small learning rate chosen here allowed our model’s weights to be 
fine-tuned to our specific dataset while avoiding forgetting the 
ImageNet weights that already put the model close to the local 
minimum for our task. Weighted cross-entropy loss was chosen 
to compensate for the difference in prevalence of each hip class. 
Training was stopped after 10 epochs passed without improve-
ment in validation accuracy, and the model with the highest vali-
dation set accuracy was then chosen. All code was implemented 
in Python 3.6.5 utilizing the Tensorflow 1.8.0 (https://www.
tensorflow.org) and Keras 2.2.0 (https://keras.io) packages. Train-
ing was done with an Nvidia Titan Xp GPU with 12 GB of 
GDDR53 memory (Nvidia, Santa Clara, Calif ).

Bounding Box Detection
To automate the process of hip fracture detection end-to-end, 
it is necessary to train an object detection algorithm to place 
the bounding boxes automatically. This was implemented via 
an object detection deep convolutional neural network, which 
was implemented in Python with the TensorFlow Object De-
tection API (Google, Mountain View, Calif ) on a single-shot 
detector with the Resnet-50 feature pyramid network archi-
tecture (22,23). The model’s output consisted of bounding 
boxes around the upper extremity of the femur and labels 
of left versus right hip. Nonmax suppression was performed 
to eliminate redundant boxes with constraints of no more 
than one box per class in a given image and an intersection 
over union threshold of 0.3. The input data were augmented 
by randomly cropping the images. The model was pretrained 
on ImageNet classification and COCO (common objects in 
common) object detection datasets and trained with Nvidia 
Titan XP GPU for 25 000 iterations (347 epochs; a batch 
size of 16 images) on the training dataset of radiographs with 
bounding boxes defined by a postgraduate year 4 orthope-
dic resident (J.D.K., K.M.H.). To evaluate the performance 
of the network, inference was performed on the radiographs 
from the validation set and, finally, on the test set, using the 
same dataset splits as the classification algorithm. Detection 
accuracy was measured with the intersection over union met-
ric, and the performance of the DenseNet classification algo-
rithm was compared using manually located versus automati-
cally located bounding boxes.

Model Evaluation and Statistical Analysis
The trained model’s performance was evaluated using the re-
ceiver operating characteristic (ROC) curve and its area un-

http://radiology-ai.rsna.org
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and a specificity of 94.2% (95% CI: 89.7%, 98.4%). The 
multiclass accuracy was 90.8% (95% CI: 87.5%, 94.2%) 
with sensitivities and specificities for each class type shown 
in Table 2 and a confusion matrix shown in Figure 3. 

residents, between the radiology residents, and between the 
emergency department residents under model-quality, full-
quality, and model-aided conditions). This establishes the 
limits of noninferiority to be the average difference between 
two observers with the same training. Ad-
ditionally, when determining if performance 
in binary classification of the model exceeds 
a group of human observers, we also require 
the model’s ROC curve confidence bands to 
exceed the sensitivity and specificity point of 
that group. 

Results

Model Performance
The average age of patients included in the 
study was 75.2 years 6 17.0 (standard de-
viation), with 62% female patients. The age, 
sex, multiclass, and binary class distribu-
tions of our dataset are shown in Table 1. 
Using a Pearson x2 test, we found that there 
was no statistically significant difference in 
the distribution between the different data-
sets (P = .866 for multiclass distributions; P 
= .898 for binary distributions). Regarding 
time to radiology reading, the average time 
from examination completion to generation 
of the preliminary radiology report was 238 
minutes 6 333 (range, 3–1424 minutes), 
and to generation of the final report was 767 
minutes 6 653 (range, 2–2885 minutes).

When evaluated on the overall held-
out test set, the model’s binary accuracy 
for the presence of a fracture was 93.7% 
(95% CI: 90.8%, 96.5%), with a sensitiv-
ity of 93.2% (95% CI: 88.9%, 97.1%) 

Figure 2: Model-aided conditions. In cases where the human observer’s answer differed from the 
model, they were shown the original image with their prediction along with the model heatmap and top two 
model predictions with probabilities. In this case, the human observer is presented with the model’s prediction 
of an intertrochanteric fracture (denoted by the white arrow added manually for the purpose of this figure), 
which is correct, after stating that there was no fracture. FX = fracture, IT = intertrochanteric.

Table 1: Age, Sex, Multiclass, and Binary Class Distribution in the Radiographs Examined

Parameter Overall (n = 3026) Training (n = 1849) Validation (n = 739) Test (n = 438) Human Test (n = 100)

Age (y) 75.2 6 17.0 74.9 6 17.1 74.8 6 16.5 77.2 6 17.1 77.4 6 17.3
Sex
 Male (%) 38.4 39.6 34.4 39.7 40.0
 Female (%) 61.5 60.2 65.6 60.3 60.0
No fracture 1323 (43.7) 815 (44.1) 326 (44.1) 182 (41.6) 42 (42)
IT fracture 765 (25.3) 458 (24.7) 187 (25.3) 120 (27.4) 27 (27)
FN fracture, displaced 525 (17.3) 315 (17.0) 138 (18.7) 72 (16.4) 17 (17)
FN fracture, nondisplaced 182 (6.0) 113 (6.1) 43 (5.8) 26 (5.9) 6 (6)
Arthroplasty 172 (5.7) 113 (6.1) 27 (3.7) 32 (7.3) 7 (7)
ORIF 59 (1.9) 35 (1.9) 18 (2.4) 6 (1.4) 1 (1)
Unfractured (total) 1554 (51.4) 963 (52.1) 371 (50.2) 220 (50.2) 50 (50)
Fractured (total) 1472 (48.6) 886 (47.9) 368 (49.8) 218 (49.8) 50 (50)

Note.—Data are means ± standard deviations, number of patients with percentages in parentheses, or percentage of male or female patients. 
FN = femoral neck, IT = intertrochanteric, ORIF = open reduction and internal fixation.

http://radiology-ai.rsna.org
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Specificity was universally high for all fracture types ( 
96.8%), indicating very few false-positive diagnoses. While 
sensitivity for displaced FN fractures was 89.6%, 100% of 
these were classified as a fracture of some type, indicating 
100% binary sensitivity for these fracture types. Similarly, 
while approximately half of non-
displaced FN fractures were cor-
rectly identified as such, 61% were 
identified as FN fractures of some 
type. An ablation table showing the 
effect on multiclass accuracy over 
the validation and test sets of our 
image augmentation techniques 
and attention mechanism is shown 
in Table E1 (supplement). Table 
E2 (supplement) shows the results 
of different model architectures 
evaluated under the same condi-
tions (with all augmentations and 
the attention mechanism added) 
and demonstrates the superior 

performance of the DenseNet169 model despite contain-
ing fewer parameters.

Binary classification ROC curve has an AUC of 0.975, 
indicating excellent agreement with the ground truth, and is 
shown with multiclass ROC curves and the respective AUCs 

Table 2: Multiclass Performance Metrics of the Convolutional Neural Network 
Regarding Each Classification Subtype

Category Sensitivity (%) Specificity (%)
No fracture 93.7 (88.7, 98.3) 93.2 (89.3, 97.3)
IT fracture 92.3 (85.7, 97.6) 96.8 (94.4, 99.1)
FN fracture, displaced 89.6 (80.0, 96.6) 99.1 (97.4, 100.0)
FN fracture, nondisplaced 51.2 (25.0, 80.0) 97.6 (95.6, 99.3)
Arthroplasty 97.9 (87.5, 100.0) 100.0 (100.0, 100.0)
ORIF 100.0 (100.0, 100.0) 100.0 (100.0, 100.0)

Note.—Data are percentages, with 95% confidence intervals in parentheses. To calculate the 
sensitivity and specificity of each hip subtype, the class of interest was considered the “posi-
tive” class and any other class was considered the “negative” class. FN = femoral neck, IT = 
intertrochanteric, ORIF = open reduction and internal fixation.

Figure 3: Normalized confusion matrix of multiclass classification. The y axis represents the true label, and the x axis represents the model’s prediction. FN 
= femoral neck, IT = intertrochanteric, ORIF = open reduction and internal fixation.

http://radiology-ai.rsna.org
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for each class type in Figure 4. AUCs generally were near 1, 
indicating excellent agreement with the ground truth, with 
somewhat lower performance for nondisplaced FN fractures 
with an AUC of 0.873.

Heatmaps for correctly predicted images in each of the 
six categories are shown in Figure 5. Qualitative assess-
ment of these images indicates high importance of cortical 
outlines in fracture classification, while the lucency of the 

Figure 4: The model’s receiver operating characteristic (ROC) curves for binary classification (left) and each classification subtype (right). Binary represents the model’s 
ROC curve for detecting a hip fracture, overall, and is shown with 95% confidence bands in dashed lines. AUC = area under the curve, FX = fracture, IT = intertrochanteric, 
ORIF = open reduction and internal fixation.

Figure 5: Examples of heatmaps for the model’s correct predictions for each of the six classification types (from top-left clockwise: no fracture, open reduc-
tion and internal fixation, arthroplasty, intertrochanteric fracture, nondisplaced femoral neck fracture, and displaced femoral neck fracture). Of note, the model 
appears to pay attention to cortical outlines to make its classification, while the lucent fracture line appears to receive very little attention.

http://radiology-ai.rsna.org
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fracture line itself appears to receive comparatively little 
attention.

Bounding Box Detection
The trained RetinaNet object detection algorithm correctly 
identified every labeled hip in the test dataset with an average 
intersection over union value of 0.92 6 0.04 and a minimum 
value of 0.64. On six radiographs, the detection algorithm la-
beled a hip that had not been labeled by the evaluator as it was 
only partially contained in the image. An example radiograph 
with manual and automatically labeled boxes is shown in Figure 
6. The DenseNet achieved a binary accuracy of 94.2% (95% 
CI: 91.4%, 97.1%) and a multiclass accuracy of 91.2% (95% 
CI: 87.9%, 94.4%) on the automatically generated bounding 
boxes, which did not differ significantly from the performance 
on manually labeled boxes as measured by the difference in 
Cohen k coefficients. These results are shown in detail in Table 
E3 (supplement).

Comparison with Human Performance
Results of the human interpretation versus model performance 
of the 100-image subset are shown in Table 3, and the sen-
sitivities and specificities of the pooled experts and residents 
are plotted on the model’s ROC with 95% confidence bands 
in Figure 7. Performance of the human observers for each of 
the fracture subtypes is shown in Table E4 (supplement). As 
validation of the ground truth, all labels were found to match 
the consensus expert predictions in the 78 cases in which all 
experts’ predictions agreed. Comparisons between the model 
and human observers for binary and multiclass Cohen k coef-
ficients with 95% CIs are shown in Table 4, and comparisons 
between human observers are shown in Table 5. The average 
difference in Cohen k between individuals in each pair un-
der all conditions for binary and multiclass classification was 
0.103, and as described earlier, this was set as our noninferior-
ity margin.

Regarding binary classification, the model outperformed the 
residents under all conditions, as shown in both Table 4 and Fig-
ure 7. The model outperformed the experts when the experts 
used the “model-quality” images (difference 0.146; 95% CI: 
0.048, 0.254, a point below the 95% confidence bands of the 
model’s ROC), and performed, at the very least, at the expert 
level as determined by the noninferiority test when the experts 
used “full-quality” images (difference 0.048; 95% CI: −0.077, 
0.173) and under “model-aided” conditions (difference 0.007; 
95% CI: –0.082, 0.100). Regarding the multiclass classification, 

Figure 6: Manual versus automated bounding box placement on an image 
from our test set. On this image, red boxes represent the manually labeled boxes, 
while the blue boxes are the output of the box detection model. Intersection over 
union (IOU) of the right hip is 0.92 and for the left hip is 0.93. The right hip is not 
fractured here, while the left hip has an intertrochanteric fracture.

Table 3: Performance Metrics of the Convolutional Neural Network versus Human Observers in the 100-Image Test Subset

Parameter
Binary  
Accuracy (%) 

Binary  
Sensitivity (%) 

Binary  
Specificity (%) 

Multiclass  
Accuracy (%) 

Binary  
Cohen k 

Multiclass 
Cohen k

Model 95.8 (92.6, 
100)

100.0 (100.0, 
100.0)

91.6 (85.2, 
100)

92.8 (88.5, 
96.7)

0.916 (0.851, 
0.100)

0.899 (0.840, 
0.954)

Experts, model-quality images 88.6 (85.5, 
91.8)

96.0 (93.3, 
99.0)

81.0 (76.0, 
86.2)

83.4 (79.4, 
87.5)

0.770 (0.710, 
0.834)

0.771 (0.724, 
0.830)

Experts, full-quality images 93.5 (90.5, 
96.7)

92.5 (87.9, 
97.3)

94.5 (91.3, 
98.1)

89.9 (86.2, 
93.8)

0.868 (0.807, 
0.933)

0.857 (0.803, 
0.911)

Experts, model-aided performance 95.5 (92.9, 
98.2)

95.5 (92.0, 
99.1)

95.5 (92.0, 
99.2)

92.7 (89.5, 
96.1)

0.909 (0.856, 
0.964)

0.897 (0.851, 
0.943)

Residents, model-quality images 83.9 (79.8, 
87.9)

90.3 (86.2, 
94.8)

77.4 (70.7, 
83.9)

76.1 (71.6, 
80.7)

0.676 (0.598, 
0.756)

0.674 (0.608, 
0.738)

Residents, full-quality images 85.6 (81.8, 
89.9)

95.5 (92.7, 
98.3)

75.5 (69.0, 
82.2)

78.5 (73.9, 
83.1)

0.709 (0.637, 
0.790)

0.710 (0.646, 
0.774)

Residents, model-aided performance 91.0 (88.2, 
94.0)

98.1 (96.2, 
100.0)

83.8 (78.8, 
88.7)

88.3 (84.8, 
92.0)

0.819 (0.763, 
0.849)

0.839 (0.788, 
0.890)

Note.—Data in parentheses are 95% confidence intervals.
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the model outperformed residents when the residents used the 
“model-quality” (difference 0.225; 95% CI: 0.131, 0.337) or 
“full-quality” images (difference 0.189; 95% CI: 0.093, 0.307) 
and was noninferior to residents when residents were using the 
model as an aid (difference 0.060; 95% CI: –0.013, 0.137). The 

model outperformed the experts when the experts used “model-
quality” images (difference 0.128; 95% CI: 0.050, 0.214), and 
performed, at the very least, at the expert level via the noninferi-
ority test when the experts used “full-quality” images (difference 
0.042; 95% CI: –0.056, 0.143) and when experts were using the 
model as an aid (difference 0.060; 95% CI: –0.013,  0.137). Ex-
pert performance improved significantly when using full-quality 
rather than model-quality images for both binary classification 
(difference 0.098; 95% CI: 0.047, 0.156) and multiclass clas-
sification (difference 0.085; 95% CI: 0.037, 0.133). When used 
as an aid to human observers, both resident (binary difference 
0.110 with 95% CI: 0.069, 0.163; multiclass difference 0.129 
with 95% CI: 0.099, 0.172) and attending physician perfor-
mance (binary difference 0.041 with 95% CI: 0.000, 0.079; 
multiclass difference 0.040 with 95% CI: 0.005, 0.077) im-
proved significantly. Interestingly, while experts achieved supe-
rior performance relative to residents with either model-quality 
or full-quality images for both binary and multiclass classifica-
tions, model-aided resident performance was noninferior to un-
aided experts in the multiclass classification (difference –0.018, 
95% CI: –0.061, 0.025).

Discussion
In this study, we demonstrated, at the very least, expert-level 
binary and multiclass classifications of hip radiographs into 
one of six categories in both fractured and nonfractured 
groups. To our knowledge, this represents the first report of 
hip fracture subclassification by deep learning in the literature. 
The excellent results we have obtained are notable, given the 
limited size of our training set, which was only 1849 images, 
which we overcame with the use of data augmentation and the 
validity of ground truth. As we labeled radiographs, we referred 

Figure 7: The model’s receiver operating characteristic (ROC) curve with 95% confidence bands (dotted lines) versus human observers. Left: Graph shows the model’s 
ROC curve versus sensitivity and specificity for the human observers when using model-quality images. Right: Graph shows the model’s ROC curve versus these metrics when 
human observers use full-quality images in both unaided and aided conditions. Note that this only reflects performance in a binary fracture detection task and does not reflect 
performance in a subclassification task. AUC = area under the curve, orig = original.

Table 4: Difference in Cohen kk Values with 95% Confi-
dence Intervals Calculated Using Bootstrapping with 
2000 Iterations for a Comparison of Multiclass Classifi-
cation of the Model with Human Observers 

Parameter
Binary Cohen  
k Difference 

Multiclass Cohen k 
Difference 

Model-quality images, 
model vs experts

0.146 (0.048, 
0.254)*

0.128 (0.050, 
0.214)*

Model-quality images, 
model vs residents

0.239 (0.128, 
0.383)*

0.225 (0.131, 
0.337)*

Full-quality images, 
model vs experts

0.048 (−0.077, 
0.173)†

0.042 (−0.056, 
0.143)†

Full-quality images, 
model vs residents

0.207 (0.089, 
0.348)*

0.189 (0.093, 
0.307)*

Model vs model-aided 
experts

0.007 (−0.082, 
0.100)†

0.002 (−0.074, 
0.078)†

Model vs model-aided 
residents

0.097 (0.003, 
0.202)*

0.060 (−0.013, 
0.137)†

Note.—Data in parentheses are 95% confidence intervals. Binary 
classification for the model versus human observers is also com-
pared via the observers’ sensitivity and specificity and the model’s 
area under the curve as shown in Figure 7. 
*If the confidence interval does not cross the noninferiority 
margin of 0.
†If the confidence interval does not cross the noninferiority 
margin of 0.103.
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to subsequent imaging, including CT and MRI and postsurgi-
cal radiographs, whenever the classification was not obvious. 
Dominguez et al showed that up to 10% of hip fractures are 
occult on radiographs (24); therefore, solely using radiographs 
as ground truth may lead to substantial avoidable bias owing to 
misclassification. However, because of the potential morbidity 
of missing a diagnosis of a hip fracture, patients with negative 
radiographs and high clinical suspicion for a hip fracture (eg, 
hip pain after fall, inability to ambulate, etc) often undergo ad-
vanced imaging with CT or the reference standard MRI, which 
serves as more reliable ground truth than plain radiographs 
(25). Additionally, while there will always be some inherent 
uncertainty about the diagnosis, utilizing the type of surgery as 
ground truth when necessary minimizes this uncertainty as the 
treating surgeon has all the information available for diagnosis 
at the time of surgery (including radiographs, CT, MRI, etc), 
and the functional classification of a hip fracture dictates the 
type of operation that a patient undergoes.

In our comparison to fellowship-trained experts, our model 
showed statistically superior performance when experts used 
images at the same quality and resolution that the model uses. 
Using human expert performance as a proxy for Bayes optimal 
error rate, we demonstrated that few gains are likely to be made 
in our system using the low-resolution images via further hyper-
parameter optimization or additional data collection and, there-
fore, efforts should be focused rather on developing a model that 

can process higher resolution images. This notion is validated by 
the statistically significant boost in expert performance between 
the lower and full-quality images, indicating that some infor-
mation essential to classification may be lost in downsampling 
and that we may improve our model’s performance if trained 
on larger resolution images. In this project, we were restricted 
to using low resolution images, given our small dataset size and 
the need for ImageNet pretraining; future research will explore 
boosting our training set size in a self-supervised fashion using 
natural language processing and the automated hip detector de-
scribed in this study, which we hope will allow us to escape the 
resolution constraints of using an ImageNet-pretrained model.

As fellowship-trained radiologists and orthopedists are not the 
only persons responsible for reading hip radiographs in the emer-
gency room, we included senior residents in emergency medicine, 
orthopedics, and radiology in our comparison to human perfor-
mance. The model achieved statistically superior performance 
compared with that of residents when using both model-quality 
and full-resolution images. Additionally, we showed that when 
using the model as an aid, residents and attending physicians 
improved their performance, with aided residents approximating 
the performance of fellowship-trained experts for the multiclass 
classification. This shows that the model may also be a valuable 
tool in training physicians to better evaluate hip radiographs for a 
fracture. These results together suggest that a model such as ours 
may be used to decrease diagnostic error and reduce the use of 
advanced imaging in the emergency department.

This tool could be implemented in a variety of ways de-
pending on the needs of the individual clinical environment. 
In some settings, it may act as a new form of “preliminary” 
report and alert the relevant parties automatically of the pres-
ence of a hip fracture, similar to the function of the automated 
report at electrocardiography, while a definitive reading is still 
performed by the radiologist when able. This may be most use-
ful in hospitals that are currently without full-time in-house 
radiology coverage. As this automated process can occur nearly 
instantaneously in real time, this may save considerable time by 
avoiding the approximately 4-hour delay to preliminary read-
ing present in this dataset at our institution, which, as pointed 
out earlier, may improve not only efficiency in the emergency 
department but also patient outcomes via decreasing time to 
surgery. In other clinical settings, it may be used to triage sus-
pected fractures to the top of the reading radiologist’s queue, 
so that fractures are diagnosed more quickly. In other environ-
ments, it may simply function as an aid to boost radiologists’ 
reading performance as simulated in the “model-aided” condi-
tions in this study.

These results build on a growing body of evidence that sug-
gests the clinical utility of deep learning in musculoskeletal ra-
diography. Lindsey et al recently showed excellent results of a 
modified U-Net architecture in the detection of wrist fracture on 
radiographs and, similar to this study, showed a significant boost 
in human performance when given the model’s predictions as 
an aid (16). Regarding hip fractures, Gale et al demonstrated 
radiologist-level performance of the binary classification by com-
paring the model’s performance to the radiologist’s reports (26), 
and Urakawa et al demonstrated orthopedist-level detection of 

Table 5: Difference in Cohen kk Values with 95% Confi-
dence Intervals Calculated Using Bootstrapping with 
2000 Iterations for a Comparison of Binary and Multi-
class Classifications between Human Observers

Parameter
Binary Cohen  
k Difference 

Multiclass 
Cohen k  
Difference 

Experts, full-quality vs 
model-quality images

0.098 (0.047, 
0.156)*

0.085 (0.037, 
0.133)*

Experts, model-aided vs 
unaided performance

0.041 (0.000, 
0.079)*

0.040 (0.005, 
0.077)*

Residents, full-quality vs 
model-quality images

0.033 (−0.021, 
0.092)†

0.036 (−0.014, 
0.076)†

Residents, model-aided vs 
unaided performance

0.110 (0.069, 
0.163)*

0.129 (0.099, 
0.172)*

Experts vs residents, model-
quality images

0.094 (0.016, 
0.173)*

0.098 (0.044, 
0.155)*

Experts vs residents, both 
unaided with full-quality 
images

0.159 (0.105, 
0.231)*

0.147 (0.107, 
0.202)*

Aided residents vs unaided 
experts

−0.049 (−0.108, 
0.000)

−0.018 
(−0.061, 
0.025)†

Experts vs residents, both 
aided

0.090 (0.047, 
0.139)*

0.058 (0.017, 
0.096)*

Note.—Data in parentheses are 95% confidence intervals.
*If the confidence interval does not cross the noninferiority 
margin of 0.
†If the confidence interval does not cross the noninferiority 
margin of 0.103.
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intertrochanteric fractures when using model-quality images 
(27). To our knowledge, no prior study has performed subclas-
sification of hip fracture types.

Limitations
The limitations of this study included the fact that all of our 
radiographs came from one institution, potentially limiting 
its generalizability, although we mitigated this by using im-
ages obtained with many different scanners over a 20-year 
duration. Without an external dataset we cannot prove the 
model’s ability to generalize to outside institutions with their 
particular radiology equipment and patient demographics, 
and thus, we are currently working on obtaining a dataset 
from an external trauma hospital to test our model and over-
come this limitation. Additionally, while we investigated sev-
eral different state-of-the-art model architectures, our search 
was by no means exhaustive, and it is possible that a differ-
ent model architecture may achieve higher performance, al-
though any potential gains are likely to be modest, given the 
model is already achieving better than expert performance 
under model conditions. An additional limitation was that 
the classification algorithm depends on a bounded box im-
age, which was generated manually. To this end, we trained 
the object detection algorithm described earlier and demon-
strated equivalent classification performance with these auto-
matically generated boxes, demonstrating a fully automated 
end-to-end solution with deep learning.

Another limitation in this study was that our model only 
considered a single image in its prediction, unlike a human inter-
preter, who may look at several views. For example, apparently 

subtle FN fractures are often best seen on the lateral image, 
which was not included in our model. Rayan et al recently dem-
onstrated excellent results from a system that used a convolu-
tional neural network as a feature extractor for images in a given 
radiographic study and then fed this output into a recurrent 
neural network to generate study-level predictions for pediatric 
elbow fractures (28). Such a system may help to improve our 
model’s performance and represents an exciting area of research.

The biggest limitation of the model presented was the rela-
tively low sensitivity to nondisplaced FN fractures, with only 
61% correctly identified as a fracture of some kind in the test 
set and only 51% correctly subclassified. These are challenging 
fractures to diagnose, as shown in Table E4 (supplement), which 
demonstrates that human observers performed even more poorly 
than the model under all conditions for this fracture subtype. 
As these are often subtle, we believe that increasing the image 
resolution and including multiple views into the model’s predic-
tion may improve performance, and we are actively exploring 
these directions as described earlier. Interestingly, the model has 
a relatively high-performing ROC curve for this fracture subtype 
with an AUC of 0.873, but as shown in Figure 8, the prediction 
threshold of 0.5 results in operating far from the ideal point on 
this specific curve. If we adjust the detection threshold to reach 
the ideal point (the point that minimizes the distance from the 
top-left of the figure), multiclass sensitivity improves to 78.0% 
with a specificity of 83.9%. This suggests a role for the model 
suggesting further imaging with CT or MRI if its predicted like-
lihood of a nondisplaced FN fracture lies above this ideal point’s 
threshold even though the most likely prediction is no fracture.

Conclusion
Hip fractures are a common cause of morbidity and mortal-
ity globally, and recent literature suggests that early operative 
stabilization of hip fractures is essential to optimize outcomes. 
This study demonstrated, at the very least, expert-level per-
formance of automatic hip fracture diagnosis by using a fully 
automated end-to-end deep learning–based system, with func-
tional subclassification that allows stratification into operative 
groups. Additionally, we demonstrated that when used as a di-
agnostic aid, our model improves human performance, with 
aided residents approximating the performance of unaided 
fellowship-trained experts. Such a system has the potential to 
decrease diagnostic error and the use of advanced imaging and 
decrease the time to diagnosis and eventual surgery, which may 
have an impact on patient recovery and morbidity.
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