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Abstract

OBJECTIVE.—The purpose of this study is to comprehensively implement a patient-informed 

organ dose monitoring framework for clinical CT and compare the effective dose (ED) according 

to the patient-informed organ dose with ED according to the dose-length product (DLP) in 1048 

patients.

MATERIALS AND METHODS.—Organ doses for a given examination are computed by 

matching the topogram to a computational phantom from a library of anthropomorphic phantoms 

and scaling the fixed tube current dose coefficients by the examination volume CT dose index 

(CTDIvol) and the tube-current modulation using a previously validated convolution-based 

technique. In this study, the library was expanded to 58 adult, 56 pediatric, five pregnant, and 12 

International Commission on Radiological Protection (ICRP) reference models, and the technique 

was extended to include multiple protocols, a bias correction, and uncertainty estimates. The 

method was implemented in a clinical monitoring system to estimate organ dose and organ dose–

based ED for 647 abdomen-pelvis and 401 chest examinations, which were compared with DLP-

based ED using a t test.

RESULTS.—For the majority of the organs, the maximum errors in organ dose estimation were 

18% and 8%, averaged across all protocols, without and with bias correction, respectively. For the 

patient examinations, DLP-based ED was significantly different from organ dose–based ED by as 
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much as 190.9% and 234.7% for chest and abdomen-pelvis scans, respectively (mean, 9.0% and 

24.3%). The differences were statistically significant (p < .001) and exhibited overestimation for 

larger-sized patients and underestimation for smaller-sized patients.

CONCLUSION.—A patient-informed organ dose estimation framework was comprehensively 

implemented applicable to clinical imaging of adult, pediatric, and pregnant patients. Compared 

with organ dose–based ED, DLP-based ED may overestimate effective dose for larger-sized 

patients and underestimate it for smaller-sized patients.
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Because of the widespread utility of CT in clinical diagnosis, its usage has increased steadily 

over the last decade. From recent estimates, about 82 million CT scans were performed in 

2018 in the United States alone [1]. With the rise in the number of scans, it is beneficial to 

practice consistency and perform safety and quality control within and across institutions 

toward the general goal of increasing patient population safety by improving CT risk 

assessment and the design of effective optimization actions. Of particular interest is the 

estimation of radiation dose in clinical practice, which has prompted hospitals and clinics to 

record CT radiation dose from clinical examinations [2–4]. Most CT dose recordings are 

made according to system outputs and not patient dose. Yet radiation dose is an 

individualized burden to each patient, dependent on that patient’s body attributes and the 

specific imaging protocol used. Individual patient dose is the attribute that necessitates the 

monitoring of radiation dose in the first place. Thus, radiation management would benefit 

from recording patient dose in an individualized, patient-specific manner accounting for age, 

size, and varying radiosensitivities of human tissues [5].

In making CT radiation dose records individualized, patient-specific organ dose and the 

corresponding organ dose–derived effective dose (EDOD) have been regarded as the 

reference standard [6]. Estimating these quantities, however, requires explicit modeling of 

patient anatomy and CT scan geometry and protocols [7–9]. These tasks are both labor 

intensive and computationally expensive, which limits their feasibility and practicality in 

clinical implementation. As an alternative, scanner-derived exposure outputs, volume CT 

dose index (CTDIvol), and dose-length product (DLP) that are recorded for each examination 

have been used to approximate effective dose according to DLP (EDDLP) using DLP-to–

effective dose (ED) conversion coefficients (k factors) [10–14]. However, the k factors are 

estimated with a sexless, ageless, uniform phantom and do not represent the varied attributes 

and organ distributions seen in patient populations. Consequently, these estimates may not 

represent the radiation burden to the patient with sufficient accuracy and precision.

To make the estimation of the radiation burden more specific to the patient, albeit not fully 

patient-specific, several studies have introduced patient-informed approaches, in which 

anticipated anatomic attributes of the patient are used to derive the patient organ dose 

estimates [15–18]. These methods are some-times referred to as patient specific, even 

though the exact specifics of the patient are not modeled. As such, they are rather patient-

informed because they rely on accessible patient attributes (e.g., patient diameter, sex) along 
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with anthropomorphic models of the anatomy to inform the organ dose calculation. The 

computationally expensive modeling of the anatomy and radiation field is performed ahead 

of time and then ascribed to the patients, making the method practical for clinical 

applications. However, these methods have not yet been applied across the diversity of 

clinical protocols.

In this study, we aimed to develop and implement a comprehensive patient-informed organ 

dose estimation framework for clinical CT dose monitoring with enhanced accuracy, patient-

cohort coverage, and protocol representation. To show its utility, patient-informed organ 

doses were calculated in two large CT clinical populations, and the results were used to 

determine the discrepancy between ED values derived from organ dose and DLP estimates.

Materials and Methods

This retrospective study was performed in compliance with HIPAA and was determined to 

be exempt from Duke University institutional review board requirements.

We describe the framework implementation and then its application to clinical CT images. 

The implementation includes creating necessary libraries and programs. Once implemented, 

the framework is applied to clinical CT images automatically. The workflow of the 

framework on clinical images is illustrated in Figure 1.

Framework Implementation

Modeling the anatomy——The study deployed an established patient-informed organ 

dose estimation method in which the anatomy for a given patient is modeled by matching it 

to a computational phantom from a library of anthropomorphic phantoms [19]. For this 

study, the library included extended cardiac-torso (XCAT) phantoms: 58 existing adult 

models, 56 existing pediatric models, 14 existing International Commission on Radiological 

Protection (ICRP) reference models, and five new pregnant models with 10 gestational ages 

of 3, 6, 8, 10, 15, 20, 25, 30, 35, and 38 weeks [9, 20–22]. The frontal views of phantom 

renderings are shown in Figure 2A. As described in separate publications for establishing the 

XCAT library, the adult and pediatric phantoms used in this study were created according to 

clinical CT images. Major organs were segmented using a semiautomatic process, and the 

remaining organs were added to the phantoms by deforming template models according to 

segmented organs from the National Library of Medicine Visible Human Project images [9, 

20, 21, 23]. The ICRP reference phantoms used were made according to the template 

models, with the body and organ masses scaled according to ICRP 89 [22].

Specifically developed for this study, pregnant phantoms were formed according to five 

maternal models selected from existing adult female phantoms, representing different 

obesity classes (50th percentile height and weight; and body mass index [BMI], measured in 

weight in kilograms divided by the square of height in meters: underweight, 18.2; 

overweight, 28.6; class I obesity, 30.7; and class II obesity, 35.5). The fetus models were 

generated by segmenting organs and major structures from imaging data (CT, MRI, and 

histologic data). The maternal models were deformed to combine the fetus models and 
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represent various gestational ages. The BMI and age of the XCAT models are shown in 

Figure 2B.

In the framework for organ dose estimation, the topogram of each patient was used to match 

to one phantom from the XCAT library according to anatomic landmark heights. Anatomic 

landmarks were automatically detected using a commercial software (DoseWatch, GE 

Healthcare) and included top and bottom of the head, shoulders, lungs, and pelvis. These 

landmarks determined patients’ anatomic heights that were used as the criteria to find the 

closest matched phantom. This matching method thus approximated the patient anatomy to 

an anthropomorphic phantom with similar organ longitudinal distribution. The matching for 

pregnant patients was according to the longitudinal distribution and considering any of the 

modeled gestational ages.

When modeling exposure, the matched phantom was used to indicate patient’s organ 

longitudinal distribution. The patient width was accommodated separately modeling with 

patient water equivalent diameter. The water equivalent diameter was automatically derived 

from the medium slice of the patient CT images (DoseWatch).

Modeling the exposure——The patient-informed organ doses were estimated 

accounting for the patient anatomy and the tube current modulation incorporating the 

CTDIvol-to–organ dose conversion coefficients (h factors) [16, 18, 19, 24, 25]. The h factor 

library was created a priori for 13 adult protocols (chest, abdomen-pelvis, chest-abdomen-

pelvis, abdomen, pelvis, liver, kidneys, kidney-to-bladder, adrenal, liver-to-kidneys, head, 

head-neck, neck) and six pediatric protocols (chest, abdomen-pelvis, chest-abdomen-pelvis, 

abdomen, pelvis, head) under constant tube current. For each XCAT phantom and protocol, 

the h factors were simulated by a previously validated Monte Carlo simulation package 

(PENELOPE, version 2006, Universitat de Barcelona) [7, 8, 26, 27]. For pregnant models, 

although a fetus at 3 and 6 weeks was created in our initial models, their volumes were too 

small to obtain credible dose values. Their doses were thus represented by the dose to the 

uterus. For a fetus older than 6 weeks, the fetus models included fetus bone structure and the 

rest as the fetus body and were considered as organs in the dose calculation. The h factors 

calculation used the normalized fetal-dose ratio method of Felmlee et al. [28]. The h factors 

were calculated for fetuses at various gestational ages and in maternal models with various 

sizes. Overall, within each protocol, the h factors were modeled as a function of the XCAT 

scanned region diameter applied to each new patient. For the pregnant phantoms, the h 
factors were applied to the patients according to both diameter and gestational ages.

The radiation field under modulated tube current was modeled as a function of the 

convolution of the tube current profile and a dose spread function using a previously 

developed technique [19]. The dose spread function was simulated by the Monte Carlo 

method on cylindric phantoms across diameters of 8–50 cm [19]. For each patient, the dose 

spread function corresponding to the patient diameter was used. The dose ratio was 

calculated as the ratio of dose spread function convolved with modulated tube current versus 

the dose spread function convolved with the mean tube current value with the same scan 

length [19]. The dose field for each organ (CTDIorgan) was determined according to the dose 

ratio with respect to organ distribution from the matched XCAT phantom and the 
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examination CTDIvol [19]. The examination CTDIvol accommodates radiation specification 

from various scanners and CT techniques. The organ dose was calculated as a function of 

the CTDIorgan and h factor [19].

Bias and uncertainties——Organ doses estimated by the proposed method showed bias 

and uncertainties compared with those simulated using the Monte Carlo method (the 

reference standard) [19]. To improve the accuracy of the estimated organ doses, we 

developed a secondary correction and uncertainty estimation strategy using simulated CT 

scans with known organ dose ground truth. Simulated CT scans were conducted for each 

XCAT phantom and protocol using typical clinical CT examination protocols. The CT 

techniques are shown in Table 1. All examinations simulated tube current modulation 

according to Li et al. [29]. The organ dose estimated using the proposed method (ODC) was 

obtained in a leave-one-out method in which each XCAT phantom was treated as a new 

patient, matched to another XCAT to obtain the ODC from the exposure model as proposed. 

The ground truth organ dose (ODM) was estimated using a validated Monte Carlo simulation 

package [17]. The statistics of ODC and ODM were used to generate linear models that 

provided organ doses with bias correction (ODCB) and CIs on new clinical patients within 

each cohort, protocol, and organ. Specifically, a linear fit was applied to ODC versus ODM 

for each protocol, cohort (each gestational age for pregnant phantoms), and organ as

ODM = β0ODC + β1 + ε, (1)

where β0 and β1 are fitting coefficients and ε is the fitting error. The fits were used to 

provide bias-corrected, protocol-specific organ dose values (ODCB,p, where p denotes a 

patient) and 95% CI as

ODCB, p = β0ODC, p + β1 ,  (2)

and

CI = ta
2, NRMSE 1 + 1

N + ODC, p − ODC
2

σODC
2 , (3)

where β0 hat and β1 hat are the estimated coefficients obtained from fitting model (Equation 

1) to the data. ODC, p is the organ dose estimated for a new patient, N is the number of 

phantoms, the expression of t is the t value with N – 2 degrees of freedom, RMSE is the root 

mean square error between ODC and ODM for all phantoms of the protocol and cohort, and 

ODC with the overbar and corresponding σ2 are the mean and variance of ODC, respectively.

Framework accuracy——To quantify the overall organ dose estimation accuracy within 

this XCAT library, the mean difference between the estimated dose using the leave-one-out 

method (either ODC or ODCB) and ODM was calculated for each protocol.
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Clinical Study

Patients and scan protocols——The framework was tested across 1048 patients (mean 

age, 58 years; range, 18–89 years) who underwent abdomen-pelvis scans with contrast 

enhancement (647 examinations) or chest scans without contrast enhancement (401 

examinations) from January 5, 2017, to August 29, 2018, at Duke University. Cases included 

524 women (mean age, 57 years; range, 18–88 years) and 524 men (mean age, 59 years; 

range, 18–89 years). All image data were acquired using a commercial scanner (Discovery 

CT750 HD, GE Healthcare) with tube current modulation, a tube voltage of 120 kV, and 

pitch values of 1.53 for chest and 0.98 or 1.53 for abdomen-pelvis scans.

Effective dose estimation and data analysis——For each examination, the ED was 

calculated using two methods evaluated in this study according to the patient-informed organ 

dose estimated using the proposed method as

EDOD, p = ∑
o

ODBC, pwo, (4)

where p denotes a patient and wo is the tissue weighting coefficients defined by ICRP 

Publication 103 [30]; and according to DLP as

EDDLP , p = ∑
r

DLPr, pkr, p, (5)

where DLPr,p is the DLP for region r (e.g., chest, abdomen-pelvis); and kr is the DLP-to-ED 

conversion coefficients for region r defined by ICRP Publication 102 [6]. The mean 

difference between EDOD, p and EDDLP , p was calculated for each protocol and evaluated 

using a t test (Matlab, version 2018a, Mathworks) in terms of the difference across all 

patients and across different-sized groups (grouped according to the water equivalent 

diameter). Although some other investigators have used the ICRP reference phantom for the 

purpose of overall radiation exposure estimation [30], this study calculated the EDOD, p for 

each patient using a virtual anthropomorphic phantom matched to the patient.

Results

Extended Cardiac-Torso Phantom Validation

Figure 3 shows ODM versus ODC and ODCB and their corresponding linear model for 

sample protocols. The ODC was correlated with ODM for organs inside, on the periphery, 

outside, and distributed (R, 0.78 ± 0.24 [SD]; 0.62 ± 0.28; 0.34 ± 0.33; 0.63 ± 0.31, 

respectively), and averaged across all protocols, cohorts, and organs within each location 

group according to Sahbaee et al. [17]. The linear model with bias correction obtained 

unified the slope and reduced the intercept.

Figure 4 shows the difference between ODM versus ODC and ODCB for each organ and 

protocol averaged across all of the XCAT phantoms within each cohort. When accounting 

for all the organs, the protocol-averaged maximum error was 53% and 18%, without and 

with bias correction, respectively. The corresponding errors within each cohort were 53% 
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(adult), 56% (pregnant), and 45% (pediatric) without bias correction, and 21% (adult), 13% 

(pregnant), and 17% (pediatric) with bias correction. When accounting for the majority of 

organs (excluding 15% of outlier organs with the largest errors), the protocol-averaged 

maximum errors were 18% and 8%, without and with bias correction, respectively. The 

corresponding errors within each cohort were 17% (adult), 18% (pregnant), and 17% 

(pediatric) without bias correction, and 9% (adult), 7% (pregnant), and 8% (pediatric) with 

bias correction. As shown, for the majority of organs, including fetus as an organ, the dose 

estimation showed reasonable errors, and the error reduced with bias correction. The bias 

correction was more effective for organs with larger errors.

Clinical Study

Figure 5 shows the liver, lung, and bone-surface organ doses as a function of examination 

mean CTDIvol for the 401 chest and 647 abdomen-pelvis scans. The plots indicate that for 

each examination mean CTDIvol, different organs have diverse dose values. For chest scans, 

the lung-to-liver and lung-to-bone dose differences were 36.7% ± 9.6% and 52.7% ± 5.4% 

of the CTDIvol, respectively, averaged across all chest examinations. For abdomen-pelvis 

scans, the liver-to-lung and liver-to-bone dose differences were 67.0% ± 22.5% and 26.8% ± 

12.3% of CTDIvol, respectively, averaged across all abdomen-pelvis examinations.

Figure 6 shows the ED as a function of water equivalent diameter for the 401 chest and 647 

abdomen-pelvis scans. EDDLP was, on average, greater than EDOD by 9.0% (p < .001, range 

from −18.1% to 190.9%) and 24.3% (p < .001, range from −28.4% to 234.7%) for chest and 

abdomen-pelvis scans, respectively. For water equivalent diameter ranges of less than 25, 

25–30, 30–35, and greater than 35 cm, the percentage differences between EDDLP and 

EDOD were −6.3% ± 21.8% (p < .001), 8.8% ± 21.2% (p < .001), 31.6% ± 34.9% (p < .001), 

and 38.3% ± 11.0% (p = .04) for chest, and −13.3% ± 14.3% (p < .001), 4.4% ± 18.1% (p 
< .001), 31.3% ± 25.1% (p < .001), and 61.9% ± 32.2% (p < .001) for abdomen-pelvis 

protocols. On group average, EDDLP was larger than EDOD for larger patients (water 

equivalent diameter, > 25 cm) and smaller than EDOD for smaller patients (water equivalent 

diameter, < 25 cm).

Discussion

In the wake of accreditation and regulatory program requirements, an increasing number of 

hospitals and clinics are recording radiation dose from CT examinations. When combined 

with image quality or other diagnostic performance measurements, they can be used to 

manage exposure and optimize imaging protocols. To facilitate this management, it is best to 

use metrics that are most relevant to the actual burden on a patient. Current clinical practice 

typically relies on scanner-derived dose indexes such as CTDIvol and DLP, which are more 

of a reflection of the exposure output of the machine than the actual radiation burden to the 

patient. Patient-specific approaches require time-consuming and labor-intensive anatomic 

modeling of each patient and computationally expensive Monte Carlo simulations, which 

although accurate, are challenging in clinical applications. In this study, we implemented a 

comprehensive patient-informed organ dose estimation framework. The patient information 

is taken into account and precalculated anatomy and exposure datasets are used to provide 
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clinical dose estimation in real time and with high accuracy. This system may assist in 

exposure standardization and comparison within and across health care providers and 

potentially protocol optimization when combined with diagnostic image quality–related 

measurements.

To facilitate exposure management, ED according to organ doses and tissue weighting 

coefficients is a relevant quantity, accounting for the actual radiation burden to the patient. 

Organ doses determined in a patient-relevant manner, however, are usually not known. In 

such cases, ED according to DLP is commonly used. The difference between the two 

quantities has previously been noted for a limited number of protocols and reference 

phantoms under fixed tube current condition [12–14]. In this study, the comparison was 

performed under a widely used modulated tube current condition in a clinical population. 

The ED from patient-informed organ dose showed a substantial difference from those 

estimated using the DLP method. This difference can be as large as −28.4% to 234.7%, with 

the differences larger for larger-sized patients. This suggests that care should be exercised 

when using EDDLP to inform clinical decisions, because overestimating doses may lead to 

unnecessary concern and result in insufficient exposures, and vice versa.

There is an increase in the ED with increased patient size, which agrees with previous 

studies reporting the ED according to patient-specific organ doses [15, 31]. Our clinical 

study showed that EDDLP is overestimated for larger patients and underestimated for smaller 

patients. This trend agrees with a clinical study on abdomen-pelvis examinations with tube 

current modulation by Haji-Momenian et al. [14], who explained that this trend was a result 

of using size-generic k factors [31]. In a previous work deriving patient-specific k factors 

using patient-specific organ dose, the patient-specific k factors were shown to decrease with 

increased patient size [15, 31]. Moreover, Haji-Momenian et al. [14] reported that EDDLP 

agreed with EDOD for patients with a diameter of 28 cm, matching the diameter of phantoms 

used to derive the generic k factors commonly used for EDDLP calculation [32]. Our study 

confirmed that there is a better agreement between EDDLP and EDOD for patients with water 

equivalent diameter ranging from 25 to 30 cm, with EDDLP being underestimated for 

patients smaller than 25 cm and overestimated for patients larger than 30 cm. This is likely a 

result of the fact that in larger-sized patients, remainder tissue consists of more volume, and 

this radiation sensitivity distribution change is not taken into account in EDDLP. As shown, 

the DLP-based method may likely overestimate the dose for larger-sized patients and 

underestimate for the smaller patients. The underestimation for dose can negatively affect 

risk assessment (for pediatric patients), whereas overestimation can compromise needed 

quality for image protocols. Therefore, only a robust and consistent dose estimate for both 

cohorts can ensure the evaluation and the design of optimal radiologic procedures.

There are a few limitations in this study. First, the organ dose estimation system accuracy 

was only validated for one scanner. Different hospitals may use different scan protocols. 

Although it was not performed in the current study, the same method can be extended to 

other scanners and manufacturers. The differences in dose among scanners and CT 

techniques have been shown to be largely normalized by using the CTDIvol; thus, when 

implementing the framework we used quantities normalized by the CTDIvol [16, 25]. In the 

application, the examination CTDIvol is used as a parameter to address the radiation field 
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under different scanners and CT techniques with tube current modulation separately 

incorporated in the calculation. Second, the XCAT dataset was used both to create and 

validate the system. This was done because it is time and resource expensive to create 

accurate computational phantoms. In future work we will examine a completely different 

dataset to validate the overall system. Furthermore, the framework implementation is 

portable to other phantom libraries. The users may use alternative libraries either publicly 

available or through licensing. Third, in the clinical study the ED did not have a 

corresponding ground truth to address the accuracy of EDOD and EDDLP. However, 

compared with EDDLP, EDOD considers heterogeneity in both the tissue radiation sensitivity 

and tube current modulation radiation field, which in theory is more accurate and relevant to 

the patient dose. Fourth, the study focused on organ dose–based ED estimation on clinical 

images and did not investigate other alternative patient-informed metrics such as size-

specific dose estimate and the dose estimation using size-specific conversion factors [33–

35]. However, future studies can extend our approach to include the comparison with other 

patient-informed radiation metrics. Finally, the clinical study was limited to the adult 

population without any confirmed cases of pregnancy. Future work will include pediatric 

populations.

In conclusion, in this study we comprehensively implemented and showed the feasibility of 

a patient-informed organ dose monitoring system in the clinical setting. Compared with 

scanner-derived dose indexes such as CTDIvol or DLP, the system provides a more accurate 

estimate of organ dose by taking into account variation of tissue radiation sensitivity and 

heterogeneity in the radiation field, especially under tube current modulation. Of notable 

innovation, the framework provides for estimation of fetal dose under variable habitus and 

gestational conditions.
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Fig. 1—. 
Flowchart shows clinical organ dose estimation framework used in this study. Rectangles 

indicate precomputed data; ovals represent data generated during computation; 

parallelograms represent calculation. h factors are CT dose index–to–organ dose conversion 

coefficients. TCM = tube current modulation, CTDIvol = volume CT dose index, WED = 

water equivalent diameter, DSF = dose spread function, XCAT = extended cardiac-torso 

phantom.
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Fig. 2—. 
Extended cardiac-torso (XCAT) phantoms used in study.

A, Chart shows frontal views of phantoms of 58 adults (age range, 18–78 years; 23 women, 

35 men), 56 pediatric patients (age range, 2–18 years; 31 girls, 25 boys), five pregnant 

women (gestational age range, 3–38 weeks), and 12 International Commission on 

Radiological Protection (ICRP) reference XCAT phantoms used in this study. Phantom skin, 

head, arm, and legs were removed to enhance visualization of organs in chest-abdomen-

pelvis region.

B, Graph shows body mass index and age of XCAT phantom variations within population.
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Fig. 3—. 
Linear models of ground truth (Monte Carlo simulation) organ dose (ODM) plotted against 

estimated dose (present study) without (ODC) and with (ODCD) bias correction for adult 

chest (left) and abdomen-pelvis (right) protocols. Each dot represents dose obtained from 

one phantom. Identity line is plotted in black; ideally all points lie on this diagonal line. 

Dashed lines represent CIs of linear model. Lungs (top), liver (middle), and bone surface 

(bottom) were chosen to represent organ on peripheral (inside), inside (on peripheral), or 

distributed for chest (abdomen-pelvis) protocols with respect to scan coverage.
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Fig. 4—. 
Maps of errors of organ dose estimation with and without bias correction, compared with 

ground truth (Monte Carlo) simulation averaged among phantoms in adult, pregnant, and 

pediatric cohorts for each organ protocol. Error was calculated as indicated in equation at 

bottom of figure, where N is number of phantoms, and ODS and ODM are organ dose 

estimated in this study and by Monte Carlo simulation, respectively. Asterisk represents 

fetus body and fetus bone tissue for pregnant cohort. Gradient scale indicates errors of organ 

dose estimation (%).
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Fig. 5—. 
Organ doses plotted against volume CT dose index (CTDIvol). Error bars represent 95% CI.

A, Graph shows 401 chest examinations (mean age, 61 years; range, 18–88 years) including 

170 women and 231 men.

B, Graph shows 647 abdomen–pelvis examinations (mean age, 56 years; range, 18–89 

years) including 354 women and 293 men.

Fu et al. Page 16

AJR Am J Roentgenol. Author manuscript; available in PMC 2021 April 02.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Fig. 6—. 
Organ dose–based effective dose (EDOD) and dose-length-product–based effective dose 

(EDDLP) plotted against water equivalent diameter. EDDLP shows higher values compared 

with EDOD for larger-sized patients and lower values for smaller-sized patients.

A, Graph shows data for 401 chest examinations (mean age, 61 years; range, 18–88 years) 

including 170 women and 231 men.

B, Graph shows data for 647 abdomen-pelvis examinations (mean age, 56 years; range, 18–

89 years) including 354 women and 293 men.
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