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Abstract

BACKGROUND: Current self-calibration and reconstruction methods for wave-encoded single-

shot fast spin echo imaging (SSFSE) requires long computational time, especially when high 

accuracy is needed.

PURPOSE: To develop and investigate the clinical feasibility of data-driven self-calibration and 

reconstruction of wave-encoded SSFSE imaging for computation time reduction and quality 

improvement.

STUDY TYPE: Prospective controlled clinical trial.

SUBJECTS: With Institutional Review Board approval, the proposed method was assessed on 29 

consecutive adult patients (18 males, 11 females, 24–77 years).

FIELD STRENGTH/SEQUENCE: A wave-encoded variable-density SSFSE sequence was 

developed for clinical 3.0T abdominal scans to enable 3.5x acceleration with full-Fourier 

acquisitions. Data-driven calibration of wave-encoding point-spread-functions (PSF) was 

developed using a trained deep neural network. Data-driven reconstruction was developed with 

another set of neural networks based on the calibrated wave-encoding PSF. Training of the 

calibration and reconstruction networks was performed on 15,783 2D wave-encoded SSFSE 

abdominal images.

ASSESSMENT: Image quality of the proposed data-driven approach was compared 

independently and blindly with conventional approach using iterative self-calibration and 

reconstruction with parallel imaging and compressed sensing by three radiologists on a scale from 

−2 to 2 for noise, contrast, sharpness, artifacts, and confidence. Computation time of these two 

approaches was also compared.
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STATISTICAL TESTS: Wilcoxon signed-rank tests were used to compare image quality and 

two-tail t-tests were used to compare computation time with P values of under 0.05 considered as 

statistical significance.

RESULTS: An average 2.1-fold speedup in computation was achieved using the proposed 

method. The proposed data-driven self-calibration and reconstruction approach significantly 

reduced the perceived noise level (mean scores 0.82, P<0.0001).

DATA CONCLUSION: The proposed data-driven calibration and reconstruction achieved twice 

faster computation with reduced perceived noise, providing a fast and robust self-calibration and 

reconstruction for clinical abdominal SSFSE imaging.
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wave encoding; single-shot fast spin echo; data-driven; deep learning; parallel imaging and 
compressed sensing

INTRODUCTION

Spin echo (SE) MR sequences provide T2-weighted images are often used clinically. While 

conventional SE sequences provide high image quality, they are usually slow in acquisition. 

To accelerate the acquisition of T2-weighted images, single-shot (SS) and multi-shot fast 

spin echo (FSE) sequences have been developed1–3. In these sequences, multiple phase-

encoding (PE) signals are acquired after each radio-frequency (RF) pulse. This approach 

reduces the scan time of T2-weighted imaging to less than a second per slice. However, in 

abdominal applications, conventional SSFSE (or HASTE) still requires more than 30 

seconds to achieve full-abdomen coverage4–6. This duration is usually too long for single 

breath-holds, and may result in degraded image quality due to respiratory and cardiac 

motion or inconsistency between two separated breath-holds.

Various efforts have been made to accelerate SSFSE imaging. On the hardware side, multi-

channel coils with increased number of channels up to 128 have been developed to improve 

parallel imaging performance and enable higher acceleration factors of up to 8-fold7. On the 

sequence development side, variable refocusing flip angles8, variable-density sampling6, and 

wave encoding9,10 have been developed to enable compressed sensing reconstruction and 

improve image sharpness. Among these techniques, wave-encoded SSFSE has been 

previously demonstrated to achieve improved sharpness and reduced scan time in 

comparison with standard SSFSE6.

Despite the improvement of image quality with wave-encoded SSFSE imaging, this imaging 

technique usually requires extra computation resources and leads to increased reconstruction 

time6. First, wave encoding uses sinusoidal waveforms during the readout. The actual 

waveform may differ from theoretical waveforms due to systematic imperfections such as 

gradient delays and eddy currents. Therefore, calibrating the waveform is usually required 

by either using a calibration scan or performing self-calibration of the point-spread function 

(PSF). Self-calibration techniques may require additional computation due to iterative 

optimizations11,13, which are both computationally expensive and time-consuming. Second, 

a parallel imaging and compressed sensing (PICS) reconstruction14–16 is used to reconstruct 
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images from under-sampled wave-encoded k-spaces. This process may require up to 1000 

iterations, leading to even longer computation time.

This long total computation time of self-calibration and reconstruction amounts to several 

minutes per series. This resulting delay to see images may impair clinical workflows, 

including prescription of subsequent images and detection and correction of issues, such as 

motion artifacts, incorrect scan prescription, or fat suppression failures. Therefore, 

acceleration of both self-calibration and reconstruction of wave-encoded SSFSE might lead 

to greater efficiencies.

Recently, data-driven deep-learning-based reconstruction has been developed and applied to 

various MRI applications to accelerate the speed of image reconstruction and improve image 

quality17–20. Specifically, for SSFSE, variational networks have been used to improve the 

signal-to-noise ratio and overall image quality of abdominal SSFSE imaging21–22.

The purpose of this work was to develop and investigate the clinical feasibility of using deep 

neural networks for data-driven self-calibration and reconstruction of wave-encoded SSFSE 

to improve the calibration and reconstruction speed and the image quality of abdominal 

wave-encoded SSFSE imaging.

MATERIALS AND METHODS

Data Acquisition with a Wave-Encoded SSFSE Sequence

A wave-encoded SSFSE sequence with variable refocusing flip angles and variable-density 

sampling was used to acquire under-sampled wave-encoded k-space. To achieve wave 

encoding, a sinusoidal wave-encoding gradient (Fig. 1a) was played out on the PE gradient 

axis during the readout of each frequency-encoding (FE, kx) line. Detailed design of the 

sinusoidal waveform followed the reference6, with the area of the first and last sinusoidal 

lobes reduced by 50% and a maximum amplitude between 8.5 mT/m and 12.5 mT/m. This 

maximum amplitude was inversely proportional to the readout field-of-view to account for 

object signal spreading induced by wave encoding9. At the same time, a readout 

oversampling factor of 1.6 was used in all scans to capture all spreading signal.

Variable-density sampling and variable refocusing flip angle were used in the sequence to 

enable full-Fourier acquisitions6. The sampling pattern contains pseudo-random sampling 

PE locations and a central coil calibration region of around 20 PE views (Fig. 1b). Variable 

refocusing flip angle was also used in the sequence8 to minimize blurring from T2 delay. 

The variable refocusing flip angle echo train was mainly controlled by four determining flip 

angles: the initial flip angle αinit, the minimum flip angle αmin, the center flip angle αcent, 

and the last flip angle αlast (Fig. 1c). According to a previous study5, optimal refocusing flip 

angles for abdominal scans started with αinit of 130°, decreased to αmin of 90°, increased to 

αcent of 100°, and then decreased to αlast of 45°. As the spin-echo signal did not reach a 

stabilized state in the beginning of the echo train, the first four echoes were discarded.
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PSF Calibration Using Data-Driven Estimation of Systematic Imperfections

Wave encoding usually requires waveform and PSF calibration due to systematic 

imperfections, such as gradient delays, eddy currents, and inaccurate isocenter locations. In 

practice, to correct this effect to the first order, a scaling factor η defining the ratio between 

the actual and theoretical wave-encoding gradient amplitudes, a gradient delay time Δt, and 

an isocenter location shift Δy were introduced into the ideal waveform gy0 t . This modified 

waveform is then used to correct the wave-encoding PSF6. With these parameters in 

consideration, the actual gradient is η · gy0 t − Δt ,, and the actual wave-encoding PSF can be 

expressed as

PSF n, k =  exp iγ · ∫
0

τ n
η · gy0 t − Δt dt · y k − Δy , [1]

where γ is the gyromagnetic ratio, sampling time τ n  (from the beginning of the readout) 

and spatial location y k  define the two dimensions of the PSF with n defined as the index 

along the frequency encoding direction and k defined for phase encoding, and η,  Δt, and Δy
are three parameters for correcting PSF errors due to systematic imperfections. Previously, 

systematic-imperfection-related parameters were determined by maximizing the normalized 

gradient of reconstructed zero-padding images with an iterative Nelder-Mead simplex 

method23.

In this work, we replaced this iterative optimization process with a deep neural network. In 

our imaging systems, we observed a constant scaling factor η of 0.995. Therefore, the 

scaling factor was kept constant in this study. In this case, the entire problem of determining 

systematic imperfection parameters can be described as

Δt, Δy  = G0 s, gmax,  yiso θ0  , [2]

where G0 is a trained neural network with three inputs: (1) the raw under-sampled, coil-

combined, and wave-encoded k-space s, (2) the theoretical maximum wave-encoding 

gradient amplitude gmax, and (3) the theoretical isocenter location yiso. Coil combination was 

performed by averaging the signal from all coil channels for fast computation. Both values 

of gmax and yiso are determined based on the scan prescription. Δt and Δy represent the 

calibrated time delay and the isocenter shift of the wave-encoding gradients. Trained 

network parameters are denoted as θ0. There are 42,635,810 trainable parameters in θ0 in 

total.

The network architecture of G0 contains three steps (Fig. 2a) similar to previous studies24. 

The first step converts complex numbers into real numbers by stacking the real and 

imaginary components together in the feature dimension. The second step contains 2D 

operations. This step uses 2D convolutional operations and 2D pooling operations to extract 

k-space-domain features of the input under-sampled wave-encoded k-space. The third step 

contains 2D to 1D operations that flatten the output of the second step into a one-

dimensional vector and concatenate this vector with the input maximum wave-encoding 
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gradient amplitude gmax and the input theoretical isocenter location yiso. After two fully-

connected operations, the network outputs Δt and Δy, and these two parameters were used to 

generate the actual wave-encoding PSF according to Eq. 1.

Data-Driven Image Reconstruction Using Deep Neural Networks and Gradient Updates

With the calibrated wave-encoding PSF, a data-driven reconstruction using unrolled 

networks was used to recover the image. Each step of the data-driven reconstruction can be 

formulated as a gradient update m k − 2tAH Am k − s  and a proximal step with a learned 

regularization network operator G1
k  with trained parameters θ1

k . The entire step can be 

expressed as

m k + 1 = G1
k m k − 2tAH Am k − s θ1

k , [3]

where m k + 1  and m k  refer to the output and input images of the kth step. m k + 1  is also the 

input of the k + 1 th step. 2t refers to the step size of the gradient update17. In this study, four 

steps of iterations in Eq. 3 were used. The entire network is denoted as G1, with 1,247,044 

trainable parameters. s is the partially acquired wave-encoded k-space, and A describes the 

wave-encoding model. As described previously, the wave-encoding model can be expressed 

as A = D · ℱy · PSF · ℱx · E. In this model, D is the k-space sampling operator, E is the coil 

sensitivity operator, PSF  is the calibrated wave-encoding PSF, and ℱy and ℱx are the 

Fourier transform operators in PE and FE directions. In this study, PSF  was computed using 

the data-driven approach described in the previous section.

Two network architectures were designed and used for G1
k  operators (Fig. 2b). First, a 

relatively small five-layer network was used for all but the last network operator (G1A in Fig. 

2b). This network contains a 2D convolutional layer and two residual blocks. Residual 

blocks were chosen because it has been shown to have stable training for deep networks. 

Each residual block contains two 2D convolutional layers. Rectified linear unit (ReLU) 

activations and a kernel size of 3 by 3 were used after each convolutional layer. The last 

network operator contains the same five-layer network followed by a three-stage u-net25 

(G1B in Fig. 2b) because u-net has been shown to yield state-of-the-art performance for 

image-to-image translation tasks. The u-net contains bypass concatenations between layers 

with same sizes as shown in Fig. 2b. This u-net also uses a kernel size of 3 by 3. Circular 

padding was used in all convolutional operations17.

Network Training and Model Deployment

To train the PSF-calibration network G0, conventional optimization-based self-calibration 

approach6 was used to generate ground truth labels of the gradient delay Δt and the isocenter 

shift Δy. Network parameters θ0 in G0 were minimized through 3 × 106 steps of stochastic 

gradient descent with an Adam optimizer26, a learning rate of 0.005, a batch size of 20, and 

l1 loss.
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To train the reconstruction networks in G1, conventional PICS reconstruction6 in the BART 

toolbox27 was used to generate ground truth labels of the image. Network parameters θ1 in 

G1 were minimized through 2.5 × 106 steps of stochastic gradient descent with an Adam 

optimizer, a learning rate of 0.005, a batch size of 4, and l1 loss. Coil sensitivity maps were 

estimated directly using zero-padding reconstructions and SENSE14 models based on 

calibrated wave-encoding PSFs.

The networks G0 and G1 were trained separately on 15,783 2D wave-encoded SSFSE 

abdominal images on GE MR750 3T scanners collected with Institutional Review Board 

approval. After training of the networks was done, this data-driven pipeline can be clinically 

deployed and used to perform image reconstruction of wave-encoded SSFSE with constant 

and low computational cost.

The complete pipeline of the proposed method for deployment is demonstrated in Fig. 3 in 

comparison with the conventional PSF self-calibration and reconstruction workflow (in light 

gray). In the PSF calibration stage, we replaced the conventional iterative self-calibration 

with a neural network G0 to output wave-encoding gradient delays and isocenter shifts. In 

the reconstruction stage, the conventional iterative PICS reconstruction was replaced with 

four iterations of gradient updates and proximal steps with neural networks G1 to output 

reconstructed images. The entire calibration and reconstruction problem can be formulated 

as:

m = G1 s, fPSF G0 s, gmax,  yiso θ0 θ1 , [4]

where m is the desired image, fPSF  generates the calibrated wave-PSF based on Eq. 1, and s
is the partially acquired wave-encoded k-space.

Clinical Scanning

Clinical abdominal scanning was performed on 29 consecutive adult patients (18 males, 11 

females, ranging from 24 to 77 years) on a 3T MRI scanner using a 32-channel torso coil 

and a 2D multi-slice wave-encoded SSFSE imaging sequence. The acquisition plane was 

axial and PE direction was anterior/posterior. Each subject was asked to breath hold during 

each acquisition period. Fat-suppression was incorporated with a spectral-spatial-selective 

pulse. Field of view was optimized to each patient’s anatomy (30–42 cm). Additional 

parameters are shown in Table 1. All images were reconstructed using (1) conventional PSF 

self-calibration and PICS reconstruction using a combination of C/C++ (the BART software 

package27) and Python with 50 iterations and an l1-wavelet regularization coefficient of 

0.002, and (2) proposed data-driven self-calibration and reconstruction method implemented 

in Tensorflow.

Individual Assessments of Image Quality

Reconstructed clinical images were independently evaluated using a semi-quantitative 

grading system that rated noise, contrast, sharpness, general artifacts other than motion-

related artifacts, and confidence of detecting liver lesions. The scores were predetermined on 
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a scale from −2 to 2 (Table 2). Positive values favor the proposed data-driven method, and 

negative values favor the conventional self-calibration and PICS reconstruction. Three 

readers (S.S.V with twelve years of experience, V.R.S with five years of experience, and 

R.L.B with five years of experience in body MRI interpretation) independently scored each 

pair of the reconstructed images in a blinded, randomized order.

Wilcoxon signed-rank tests were used to test the null hypothesis that there was no significant 

difference between the conventional self-calibration and reconstruction approach and the 

proposed data-driven approach for each reader and their average scores. Inter-observer 

variability was assessed utilizing a Fleiss’ kappa statistic. The kappa coefficients were 

interpreted as almost perfect (0.8 − 1), substantial (0.6 − 0.8), moderate (0.4 − 0.6), fair (0.2 

− 0.4), slight (0 − 0.2), and poor (<0). A two-tailed P value of under 0.05 was considered as 

statistical significance.

Evaluation of Online Computation Time

Online computation time was recorded for each patient scan using both conventional 

iterative self-calibration and PICS reconstruction method and the proposed data-driven 

calibration and reconstruction method under identical hardware settings with GPU-

optimized computations (two Intel Xeon CPU E5–2670 v3 @ 2.30GHz CPUs with 24 cores 

each, 256 Gb RAM, and two NVIDIA TITAN X GPUs). The ratio of the average 

computation time between these two approaches was calculated. A t-test was performed to 

test the null hypothesis that there is no significant difference between the computation time 

of the conventional approach and the proposed approach. A two-tailed P value of under 0.05 

was considered as statistical significance.

RESULTS

Clinical Scanning

Representative images containing the liver are shown in Fig. 4. The proposed data-driven 

calibration and reconstruction approach achieved comparable structural delineation of the 

liver and the lesions (white arrows in Fig. 4) compared to the conventional approach using 

iterative calibration and PICS reconstruction. Improvements in perceived signal-to-noise 

ratio were observed in the proposed reconstruction, with reduced level of graininess (Fig. 4a 

and Fig. 4c). The proposed method and the conventional approach yielded similar image 

contrast. Significant artifacts were observed in neither approach.

Representative images containing the kidneys are shown in Fig. 5. Comparable structural 

delineation and sharpness of the kidney were observed in all examples using both the 

proposed reconstruction and the conventional method. The proposed data-driven 

reconstruction was able to reconstruct very small lesions, as indicated by arrows in Fig. 5b 

and Fig. 5d. Less perceived noise can be observed in Fig. 5a, Fig. 5b, and Fig. 5d. Similar 

contrast between these two methods was achieved. No significant artifacts were observed in 

both methods.

Representative images containing the heart (Fig. 6a), the pancreatic duct (Fig. 6b), and 

structures in the left lobe of the liver (Fig. 6c) are shown in Fig. 6. The proposed approach 
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yielded comparable structural delineation of these regions and was able to reconstruct the 

detailed structures in Fig. 6b and Fig. 6c. Similar contrast was achieved in these regions 

(Fig. 6a-c). Reduced perceived noise can be observed in Fig. 6a and Fig. 6c.

Representative images showing the reduction of ghosting artifacts are demonstrated in Fig. 

6d. Due to a tight prescribed field-of-view smaller than the patient’s size, phase wrapping 

happened during the breath-held period of the scan and resulted in ghosting artifacts. With 

the proposed data-driven reconstruction, these ghosting artifacts were reduced (as indicated 

by arrows in Fig. 6d).

Mean difference of the gradient delays between the data-driven approach and the 

conventional approach was 0.0497 msec. Mean difference of the isocenter shifts between the 

data-driven approach and the conventional approach was 0.1006 pixel.

Individual Assessments of Image Quality

The Fleiss’ kappa statistic for the proposed data-driven reconstruction vs. the conventional 

comparison indicated fair agreement among the readers in image sharpness (0.21) and 

confidence of detecting liver lesions (0.24), and slight agreement among the readers in 

perceived noise (0.13), general artifacts (0.09), and image contrast (0.04).

Results of individual assessments of image quality are shown in Fig. 7a. The proposed data-

driven self-calibration and reconstruction approach showed significantly reduced perceived 

noise (overall mean score 0.82 with P<0.0001, mean score 0.41 with P=0.0005 for reader 1, 

mean score 1.07 with P<0.0001 for reader 2, and mean score 0.97 with P<0.0001 for reader 

3) and no difference in image contrast (mean score 0 with P=1 for readers 1 and 2, mean 

score 0.07 with P=0.6 for reader 3).

Non-inferior image sharpness, artifacts, and diagnosis confidence for the proposed data-

driven approach were observed by all three readers (Fig. 7a). Non-inferior image quality 

means the proposed approach has significantly improved image quality with P<0.05 or non-

significant difference in image quality (with P values no less than 0.05) when compared to 

the conventional approach. Reader 1 gave a mean score of −0.07 for image sharpness, 0 for 

artifacts, and −0.03 for confidence of detecting liver lesions, with P values of 0.5, 1, and 1, 

indicating no significant difference in sharpness, artifacts, and diagnosis confidence between 

the proposed method and the conventional approach. Reader 2 gave a mean score of 0.45 for 

image sharpness, 0.62 for artifacts, and 1.10 for confidence of detecting liver lesions, with P 

values of 0.007, 0.007, and <0.0001, indicating significantly improved sharpness, artifacts, 

and diagnosis confidence using the proposed data-driven approach. Reader 3 gave a mean 

score of 0.31 for image sharpness, 0.03 for artifacts, and 0.17 for confidence of detecting 

liver lesions, with P values of 0.02, 1, and 0.23, indicating significantly improved sharpness 

and no significant difference in artifacts and diagnosis confidence using the proposed data-

driven approach. Pairwise comparison of the average scores from the readers demonstrated 

significance in improved image sharpness, reduced artifacts, and confidence of detecting 

liver lesions, with mean scores of 0.23, 0.22, and 0.41, and P values of 0.001, 0.04, and 

0.0003.
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Evaluation of Online Computation Time

An image reconstruction time decrease was consistently achieved in all 29 cases (Fig. 7b). 

The average online computation time of the proposed data-driven calibration and 

reconstruction to reconstruct the entire volume was 52.4 ± 4.2 seconds, while conventional 

calibration and reconstruction took 108.3 ± 27.2 seconds. Statistical analysis shows 

significant difference between the computation time of the proposed approach and the 

conventional approach (P < 0.0001). This comparison indicated an average reduction factor 

of 2.1 using the proposed data-driven reconstruction approach, corresponding to a 51.6% 

decrease in computation time.

DISCUSSION

This study developed a data-driven calibration and reconstruction method for reconstructing 

clinically-relevant images of wave-encoded SSFSE imaging. By replacing iterative wave-

encoding PSF calibration and PICS reconstruction with trained neural network models, the 

proposed approach brought the reconstruction time closer to the acquisition duration, 

reducing the lags and queues in the clinical workflow. At the same time, the proposed 

approach achieved reduction in perceived noise while preserving the contrast and sharpness 

of the current iterative approach. This approach also demonstrated a potential in reducing 

ghosting artifacts caused by limited field-of-views.

Network architectures may affect the performance of the proposed method. In the self-

calibration stage, the goal was to output two systematic imperfection parameters, i.e., the 

gradient delay and the isocenter shift between theoretical locations and actual locations. This 

type of output requires the neural network to reduce layer size as the layer goes deeper to 

extract features in the k-space domain. In the reconstruction stage, a five-layer neural 

network was used as a regularization function along with gradient updates. This relatively 

shallow design may also reduce the chance of overfitting and generating hallucinations in 

the early stage of the data-driven reconstruction. In the last step, a u-net was designed to 

improve the capacity of the network in reducing general artifacts and improving the signal-

to-noise ratio. There are in total four iterations of gradient update blocks and neural network 

blocks. The number of iterations was empirically chosen according to a previous study28 to 

achieve a tradeoff between computational speed and reconstruction performance.

The calibration stage and the reconstruction stage can be trained together or separately. 

Training of the calibration network took 148.8 hours and training of the reconstruction 

network took 2331.3 hours on a single NVIDIA GTX 1080Ti GPU. Training these two 

stages separately improves the flexibility of model deployment, as these two stages can be 

upgraded independently in clinical systems. Separate training may also benefit the training 

speed, as there are fewer unknown weights to learn in each training step, compared with 

joint training of all networks. At the same time, it is more convenient to check the 

correctness of the imperfection outputs and terminate the training of either the calibration 

network or the reconstruction networks when these networks are trained separately. 

Inaccurate PSF mainly results in ghosting artifacts near the edges of the imaging target. 

Therefore, improvements of PSF accuracy will reduce the level of ghosting artifacts. In this 

study, ghosting artifacts due to PSF inaccuracy were hardly visible. Accuracy of the data-
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driven reconstruction model will affect most aspects of the final image, including sharpness, 

noise level, and ghosting artifacts. Therefore, the reconstruction model usually plays a more 

important role in the final image quality than the calibration model.

The proposed data-driven approach reduces the total online reconstruction time by 

performing straightforward computations using the trained networks. In conventional 

calibration of the wave-encoding PSF, we notice an instability in the number of required 

optimization steps before convergence. In this study, the conventional approach has been 

optimized for parallel computation among multiple slices. There are 48 CPU cores on our 

computation hardware; therefore, when the number of slices is greater than 48, the total 

computation time nearly doubles because a second round of computation is required for 

slices other than the first 48 slices. When the number of acquired slices is no larger than 48, 

we saw computation times of around 80 sec. When there were more than 48 slices, the 

computation time was around 150 sec using the conventional approach. This factor increases 

the instability of reconstruction time for the conventional approach. For the data-driven 

calibration approach, the number of computations is fixed after the models are trained, thus 

this approach has a relatively stable computation time. Similar behaviors can be observed in 

the reconstruction stage. For different number of slices (smaller or greater than 48), the 

computation time is relatively stable, as the reconstruction of multiple slices can be 

parallelized on the GPU. This time increases at a scale of 1–10 sec with increasing number 

of slices. The computation time of the proposed approach in different reduction factors is 

also stable, as this time is only related to the number of operations in the model.

The proposed data-driven approach reduced the perceived noise in reconstructed images by 

learning an optimal regularization among a large number of existing datasets. This 

observation is consistent with a previous study22. The improvement in perceived signal-to-

noise ratio may be attributed to the diversity of the training dataset. Since our training 

dataset contains scans with different parameters, conditions, and thus different noise level, 

the trained model learns an average reconstruction of this large amount of reconstructions. 

Therefore, compared with conventional PICS reconstruction with a fixed regularization 

parameter, the resultant data-driven reconstruction achieves a more uniform perceived 

signal-to-noise ratio. Image-domain convolutions may also contribute to the reduction in 

noise level, as these operations tend to average the noise over image patches defined by the 

receptive field of neural networks.

The proposed approach is able to capture small structures and maintain comparable image 

sharpness and contrast with respect to the conventional iterative reconstruction. This 

capability can be attributed to the unrolled pipeline used in the proposed data-driven 

reconstruction. This pipeline contains four steps of gradient updates, which promote the data 

consistency between the reconstructed images and the acquired raw signal. Accurate 

calibration of the gradient delays and the isocenter shifts also enables good image sharpness 

and structural delineation comparable to the conventional reconstruction. The proposed 

approach reduced phase-wrapping artifacts, as most images in the training dataset contain no 

phase-wrapping artifact. Pre-selection of images for training may help improve the 

reconstruction performance. The removal of phase wrapping artifacts using deep neural 

networks also means potential loss of small lesions. In this case, gradient update blocks in 
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the reconstruction model can help ensure good data-consistency with the partially acquired 

k-space. The diagnostic information provided by removing phase-wrapping artifacts needs 

to be further evaluated.

Gradient amplitude changes and gradient delays are typically caused by eddy currents in the 

gradient system of the scanner. Isocenter shifts are usually caused by gradient field 

inhomogeneity. Therefore, for difference scanners, these imperfections may be different, and 

the performance of the proposed method with extreme imperfections still needs to be 

evaluated. The scaling factor of maximum wave-encoding gradient was fixed in the 

calibration stage based on our observations that the scaling factor was stable among the 

scanners we have access to within a period of approximately a month. For a different 

constant gradient scaling factor, it is necessary to retrain the calibration network. When 

unstable or different scaling factors are observed on different scanners, it is also possible to 

include the scaling factor as an extra output parameter in the training and prediction stage 

while keeping the same architecture for other parts of the network. In this case, the output 

size of the calibration network contains three variables. The number of iterations and the 

regularization coefficient were also fixed in our study. This is based on previous studies on 

variable-density SSFSE imaging4–6. However, for applications in other regions of interest, 

these parameters may be different and need to be chosen empirically.

There are three limitations of the proposed method when applied in clinical scans. First, 

since the proposed approach is data-driven, sufficient amount of data is necessary. However, 

for certain applications, it may be difficult or time-consuming to acquire these datasets29–31. 

Second, the acquisition matrix size is fixed for the data-driven approach. Although there are 

potential solutions for reconstructing scans with varying matrix sizes17, this data-driven 

approach may not be as flexible in scan parameters and settings as the conventional 

approach. Third, although the proposed method enables 2.1-fold acceleration of the 

reconstruction of the entire volume of a patient and reduces the waiting time by 56 seconds 

in the clinical workflow, current reconstruction time is still longer than the acquisition time 

of SSFSE imaging.

There are several limitations to this study. First, no fully-sampled data or external validation 

standard was used to evaluate the accuracy of both the conventional and the proposed data-

driven approaches. Acquiring fully-sampled data is not feasible due to T2 decay over the 

echo train. Second, quantitative assessment of signal-to-noise ratio and contrast-to-noise 

ratio was not performed in this study, as quantitative noise level is less straightforward to 

calculate for compressed-sensing-based reconstruction and infeasible to obtain in vivo with 

nonuniformly distributed noise over the image. Third, this study only focused on wave-

encoded SSFSE applications in clinical abdominal scans with fat suppression and a 

reduction factor of 3.5. The feasibility of the proposed method for other reduction factors 

and in other applications still needs to be evaluated. Finally, the Fleiss’ kappa coefficients 

show slight agreement among readers in noise, image contrast, and image artifacts. The 

perceived noise level of conventional PICS reconstruction may vary among slices, causing 

large variance of perceived noise level in the assessment. This also affects the evaluation of 

image contrast. Artifacts were visible in both conventional reconstruction and data-driven 
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reconstruction. However, these artifacts may appear in different slices between these two 

approaches. Therefore, high variance may happen in the assessment of image artifacts.

In conclusion, the proposed data-driven self-calibration and reconstruction of wave-encoded 

SSFSE achieves an average 2.1-fold acceleration of the online computation and reduced 

perceived noise while maintaining non-inferior image contrast, image sharpness, artifacts, 

and confidence of detecting liver lesions of standard reconstruction. Together with wave-

encoded SSFSE acquisition, this imaging approach provides fast and robust T2-weighted 

imaging as well as a fast and efficient clinical workflow. As wave encoding is a hybrid non-

Cartesian sampling technique, this study also provides insights for reconstructing general 

non-Cartesian k-spaces using data-driven deep-learning techniques.
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Figure 1. 
Illustration of wave-encoded SSFSE imaging. a: Pulse sequence diagram of wave-encoded 

SSFSE with the first three echoes shown. Wave-encoding gradients were played during the 

readouts in the phase-encoding gradient axis. b: Illustration of a variable-density sampling 

pattern for self-calibrated wave encoding. Due to the modulation of wave-encoding 

gradients, wave-encoded trajectories are curved. c: Variable refocusing flip angles for wave-

encoded SSFSE. The refocusing flip angles are controlled by four parameters: initial, 

minimum, center, and last flip angles.
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Figure 2. 
a: Flow chart and network architecture of data-driven calibration of wave-encoded SSFSE. 

The input of this network includes the coil-combined k-space, the theoretical maximum 

wave-encoding gradient amplitude, and the theoretical isocenter location of the acquisition. 

This network architecture contains a complex to real and imaginary operation, six 

convolutional and pooling layers with ReLU activations, and two fully-connected layers. 

The final output includes the predicted gradient delay and the predicted shift between the 

actual and theoretical isocenters. b: Flow chart and network architecture for data-driven 
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reconstruction of wave-encoded SSFSE. k-Spaces from multiple coil channels and the 

calibrated PSF generated with the data-driven self-calibration method were used as the 

input. After generating an initial image with AH, where A represents a chain of operations to 

generate images from multi-coil k-space, four steps of data-driven reconstruction blocks 

were used to perform gradient updates and neural network computations. Details about A, 

AH, gradient updates, and neural network architectures are shown in separate blocks. The 

neural network architecture in the last step (denoted as G1b) was different from first three 

steps (denoted as G1a).
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Figure 3. 
Pipeline of the proposed data-driven self-calibration and reconstruction, in comparison with 

conventional self-calibration and PICS reconstruction (in light gray). In the first stage, 

under-sampled wave-encoded k-space was used to generate the actual wave-encoding PSF 

with a trained neural network. In the second stage, the under-sampled wave-encoded k-space 

and the calibrated wave-encoding PSF were used to generate the final images with the 

proposed data-driven reconstruction using gradient updates and trained neural networks.
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Figure 4. 
Example images of the liver using conventional reconstruction (left) and the proposed data-

driven reconstruction (right) on a 73-year-old female patient with focal liver lesions (a), a 

67-year-old female patient with a focal liver lesion (b), a 52-year-old female patient with a 

focal liver lesion (c), and a 58-year-old female patient with cirrhosis (d). Regions with 

potential lesions are indicated by white arrows. The proposed method and the conventional 

reconstruction achieved comparable structural delineation of the lesions. Less perceived 

noise can be observed in (a) and (c) in the proposed reconstructions.
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Figure 5. 
Example images of the kidneys using conventional reconstruction (left) and the proposed 

data-driven reconstruction (right) on a 39-year-old male patient (a), a 56-year-old female 

patient (b), a 48-year-old female patient (c), and a 58-year-old female patient (d). Kidney 

lesions are indicated by the white arrows. The proposed data-driven reconstruction achieved 

comparable delineation of large lesions in (a) and (c) as well as small lesions in (b) and (d). 

Less perceived noise can be observed in (a), (b), and (d) in the proposed reconstructions.
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Figure 6. 
Example images containing other regions of interest or artifacts using the conventional 

reconstruction (left) and the proposed data-driven reconstruction (right) on a 25-year-old 

female patient (a), a 66-year-old male patient (b), a 73-year-old male patient (c), and a 64-

year-old female patient (d). Comparable sharpness of the heart was achieved using the 

proposed method (a) with reduced perceived noise. The pancreatic duct was visible in both 

conventional and proposed reconstructions (b) with reduced perceived noise using the 

proposed method. Small structures in the liver can be reconstructed and share similar quality 

with both methods (c). The data-driven approach reduces the phase-wrapping artifacts 

occurred in the conventional reconstruction in (d).
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Figure 7. 
a: Results of overall image quality assessments for the conventional reconstruction and the 

proposed data-driven reconstruction from reader 1, reader 2, reader3, and their average 

scores (from left to right). Grading features include the perceived noise, contrast, sharpness, 

artifacts, and confidence of detecting liver lesions. Statistically different results with P < 

0.05 were marked with (*). Statistically different results with P < 0.005 were marked with 

(**). Error bars are standard error of the mean. b: Comparison of the total online 

computation time for the proposed method (dark gray) and conventional reconstruction 

(light gray). An average reduction factor of 2.1 in computation time was achieved with the 

proposed method.
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Table 1

Scan Parameter Summary

Refocusing flip angles (initial/minimum/central/last) 130°/90°/100°/45°

Slice thickness 5 mm

Slice gap 0

Matrix 320 × 180

FOV 300–420 mm × 240–336 mm

Number of slices 35 – 64

Echo time (TE) 90.9 – 93.1 msec

Repetition time (TR) 436.5 – 560.6 msec

Total scan time 16.9 – 32.8 sec

Bandwidth 488.2 Hz/pixel

Acceleration factor for variable density sampling 3.5

Sampling pattern Variable-density sampling (51 acquired PE views) with an auto-calibration region 
(20 PE views)

Proportion of k-space coverage 1 (full)
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Table 2

Scoring Criteria Utilized for Conventional Self-Calibration and Reconstruction vs. Proposed Data-Driven Self-

Calibration and Reconstruction Evaluation

Favors A Favors B

Score −2 −1 0 1 2

Noise A with decreased 
graininess with 
improved diagnostic 
capability

A with decreased 
graininess without 
diagnostic impact

Equivalent B with decreased 
graininess without 
diagnostic impact

B with decreased 
graininess with 
improved diagnostic 
capability

Contrast A with good contrast 
between liver/spleen 
AND renal cortex/
medulla not seen in B

A with good contrast 
between liver/spleen 
OR renal cortex/
medulla not seen in B

Equivalent B with good contrast 
between liver/spleen 
OR renal cortex/
medulla not seen in A

B with good contrast 
between liver/spleen 
AND renal cortex/
medulla not seen in A

Sharpness A with increased 
sharpness with improved 
diagnostic capability

A with increased 
sharpness without 
diagnostic impact

Equivalent B with increased 
sharpness without 
diagnostic impact

B with increased 
sharpness with improved 
diagnostic capability

Artifacts (besides 
cardiac motion 
related 
nonuniformity)

A with decreased 
artifacts to the point of 
improved diagnostic 
capability

A with decreased 
artifacts without 
diagnostic impact

Equivalent B with decreased 
artifacts without 
diagnostic impact

B with decreased 
artifacts to the point of 
improved diagnostic 
capability

Confidence of 
detecting liver 
lesions

A with improved 
confidence of detecting 
liver lesions in more 
than half of the images

A with improved 
confidence of detecting 
liver lesions in fewer 
than half of the images

Equivalent B with improved 
confidence of detecting 
liver lesions in fewer 
than half of the images

B with improved 
confidence of detecting 
liver lesions in more 
than half of the images
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