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Perceptual decision-making is increasingly being understood to involve an interaction between bottom-up sensory-driven sig-
nals and top-down choice-driven signals, but how these signals interact to mediate perception is not well understood. The
parieto-insular vestibular cortex (PIVC) is an area with prominent vestibular responsiveness, and previous work has shown
that inactivating PIVC impairs vestibular heading judgments. To investigate the nature of PIVC’s contribution to heading
perception, we recorded extracellularly from PIVC neurons in two male rhesus macaques during a heading discrimination
task, and compared findings with data from previous studies of dorsal medial superior temporal (MSTd) and ventral intra-
parietal (VIP) areas using identical stimuli. By computing partial correlations between neural responses, heading, and choice,
we find that PIVC activity reflects a dynamically changing combination of sensory and choice signals. In addition, the sensory
and choice signals are more balanced in PIVC, in contrast to the sensory dominance in MSTd and choice dominance in VIP.
Interestingly, heading and choice signals in PIVC are negatively correlated during the middle portion of the stimulus epoch,
reflecting a mismatch in the polarity of heading and choice signals. We anticipate that these results will help unravel the
mechanisms of interaction between bottom-up sensory signals and top-down choice signals in perceptual decision-making,
leading to more comprehensive models of self-motion perception.
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Vestibular information is important for our perception of self-motion, and various cortical regions in primates show
vestibular heading selectivity. Inactivation of the macaque vestibular cortex substantially impairs the precision of ves-
tibular heading discrimination, more so than inactivation of other multisensory areas. Here, we record for the first
time from the vestibular cortex while monkeys perform a forced-choice heading discrimination task, and we compare
results with data collected previously from other multisensory cortical areas. We find that vestibular cortex activity
reflects a dynamically changing combination of sensory and choice signals, with both similarities and notable differ-
ences with other multisensory areas. /

Introduction detecting linear acceleration and perceiving heading (Telford et

Vestibular information is important for spatial orientation, pos- al., 1995; Ohmi, 1996; Harris et al., 2000; Gu et al., 2007). Several
tural control, balance, and navigation (Stackman et al, 2002; cortical areas have been observed to respond to vestibular signals
McNaughton et al., 2006; Yoder and Taube, 2014). Signals from with similar heading tuning (Gu et al, 2006; Chen et al,

the otolith organs, in particular, provide a powerful cue for 20.11.31b)3 and task-related activity during Vestlbglar head.lng dis-
crimination has been reported in the dorsal medial superior tem-

poral area (MSTd; Gu et al.,, 2007) and the ventral intraparietal

area (VIP; Chen et al,, 2013) of macaque monkeys. However, de-
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2016). To examine how PIVC contributes to vestibular heading
perception, extracellular neuronal activity was recorded while
monkeys performed a forced-choice heading discrimination
task, and results were compared with data collected previously
from areas MSTd and VIP during the same task (Gu et al., 2007,
2008; Chen et al., 2013).

Since PIVC is strongly influenced by spatial-temporal acceler-
ation signals, as compared with MSTd and VIP (Chen et al,
2011c), we first examined whether psychophysical heading sensi-
tivity is consistent with the sensitivity of PIVC neurons at two
time windows around peak and trough acceleration. Using signal
detection theory to convert neural activity into neurometric
functions that can be compared with psychometric functions, we
found that almost all PIVC neurons were less sensitive than the
monkey to small changes in heading in both time windows.
However, the average sensitivity of PIVC neurons was comparable
to that of neurons in MSTd or VIP. These observations suggest
that the more acceleration-dominant signals in PIVC do not
afford substantially greater sensitivity, and that the stronger effects
of reversible inactivation of PIVC, relative to MSTd and VIP, are
not simply related to a difference in sensitivity between areas.

Since tuning functions measured while animals perform per-
ceptual decision-making tasks could be confounded by choice-
driven signals arising from a top-down source (Cumming and
Nienborg, 2016; Goris et al., 2017; Zaidel et al., 2017), studying
the neural basis of perception also benefits from examining the
dynamic interaction between stimulus-related and choice-related
signals. We performed a partial correlation analysis (Zaidel et al.,
2017) to examine how neural responses depend on both stimulus
(heading) and choice, as well as how these relationships change
as a function of time. We found that the responses of most PIVC
neurons reflect a roughly balanced combination of stimulus and
choice signals. By comparison, responses in MSTd are domi-
nated by stimulus heading and VIP activity is dominated by
choice signals throughout the stimulus period. Interestingly,
heading and choice signals in PIVC are negatively correlated
during the middle portion of the stimulus epoch, indicating that
choice signals in PIVC often have an opposing influence relative
to sensory signals. These results demonstrate that PIVC not only
encodes the stimulus (e.g., acceleration signals) but also choice
signals, and the dynamic interaction between these two balanced
signals might play an important role during heading perception.

Materials and Methods

Surgical procedures

Four male rhesus monkeys (Macaca mulatta), weighing from 6 to 10kg,
contributed data to the current study: two of the animals (Monkeys A
and C) were used as part of a previous study of MSTd (Gu et al., 2007),
two of the animals (Monkeys U and C) were part of a previous study of
VIP (Chen et al,, 2013), and three of the animals (Monkeys U, C, and J)
contributed to the PIVC recordings described here. Data from PIVC
were collected between June 2007 and July 2008; experiments in all three
areas were conducted using the same experimental apparatus, as
described below.

The animals were chronically implanted with a circular molded,
lightweight Delrin ring for head restraint, a neural recording grid
for placing electrodes, and a scleral search coil for measuring eye
movements. Animals were trained using standard operant condi-
tioning to fixate visual targets for fluid reward, and to report their
direction of heading as described below. All animal surgeries and
experimental procedures were approved by the Institutional
Animal Care and Use Committee at Washington University in St.
Louis and were in accordance with National Institutes of Health
guidelines.
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Magnetic resonance imaging (MRI) acquisition and
electrophysiology
Areas PIVC, VIP, and MSTd were identified based on patterns of gray
and white matter transitions along electrode penetrations with respect to
MRI scans, recording depths, and physiological response properties, as
detailed in previous studies (Gu et al., 2006; Takahashi et al., 2007; Chen
et al,, 2010, 2011a). All PIVC neurons were located in the upper bank
and tip of the lateral sulcus. MSTd and VIP data presented here are from
previous studies (Gu et al., 2007 for MSTd; Chen et al., 2013 for VIP).
Standard methods for single unit extracellular recording were used.
Briefly, a tungsten microelectrode (Frederick Haer Company; tip diame-
ter 3 um, impedance 1-2 M{) at 1kHz) was advanced into the cortex
through a transdural guide tube using a micromanipulator (Frederick
Haer Company) mounted on top of the head-restraint ring. Single neu-
rons were isolated using a conventional amplifier with a bandpass eight-
pole filter (400-5000 Hz) and a dual voltage-time window discriminator
(Bak Electronics). The times of action potentials and all behavioral
events were recorded with 1-ms resolution. Raw neural signals were also
digitized at 25kHz and stored for off-line spike sorting and additional
analyses. Eye movement traces were low-pass filtered and sampled at
250 Hz.

Motion platform and heading stimuli

Vestibular stimuli were delivered by a six-degree of freedom motion
platform (MOOG 6DOF2000E). The trajectory of inertial motion was
controlled in real time at 60 Hz over an Ethernet interface. A three chip
DLP projector (Christie Digital Mirage 2000) was mounted on top of the
platform and rear-projected images onto a 60 X 60 cm tangent screen
attached to the front of the field coil frame. The display was viewed from
a distance of 30 cm, thus subtending 90 x 90° of visual angle. The sides
of the coil frame were covered with a black enclosure. Visual stimuli
were generated by an OpenGL accelerator board (nVidia Quadro FX
3000G). The display had a pixel resolution of 1280 x 1240, 32-bit color
depth, and was updated at the same rate as the movement trajectory
(60 Hz).

Heading discrimination task

Monkeys were trained using standard operant conditioning techniques
to report their direction of translation during a two-alternative, forced-
choice heading discrimination task (Fig. 1A). In each trial, the monkey
was moved along one of several directions in the horizontal plane (left-
ward or rightward relative to straight ahead; Fig. 1A) while maintaining
fixation on a central target (Fig. 1B). The fixation point remained fixed
relative to the head during motion. Trials were aborted if the monkey’s
conjugate eye position deviated from a 2 x 2° window around the fixa-
tion point. The motion trajectory was 2 s in duration and followed a
Gaussian velocity profile (Fig. 1C, dashed curve) with a corresponding
biphasic linear acceleration profile measured during vestibular move-
ment (Fig. 1C, solid curve). The total displacement along the motion tra-
jectory was 30 cm, with a peak acceleration of + 0.1 G (= 0.98 m/s”) and
a peak velocity of 45 cm/s.

To report their heading, animals were trained to make a saccade to
one of two targets that appeared 5° left and right of the fixation point af-
ter termination of the motion stimulus (Fig. 1B). The saccade had to be
made within 1s of the appearance of the two targets, and the saccade
endpoint had to remain within 3° of the target for at least 150 ms.
Correct responses were rewarded with a drop of water or juice. For the
ambiguous heading condition (0°, straight ahead), rewards were deliv-
ered randomly on half of the trials.

Across trials, heading was varied in fine steps around straight ahead.
The range of headings was chosen based on extensive psychophysical
testing using a staircase paradigm. Nine logarithmically spaced heading
angles, including an ambiguous straight-ahead direction (=9°, =3.5°,
+1.3°% *0.5° and 0°) were used for all experiments except for the MSTd
recordings from Monkey C, in which case the following values were
used: +£16°, =6.4°, =2.5°, =1°, and 0°. These headings were chosen to
obtain near-maximal psychophysical performance while allowing neural
sensitivity to be estimated reliably for most neurons. The average psy-
chophysical thresholds were 2.75 * 0.15 SE for Monkey U, 2.87 = 0.21
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SE for Monkey J, 1.22 % 0.02 SE for Monkey A
A, and 2.32 = 0.09 SE for Monkey C.

Left

Experimental protocols

Once a single neuron was isolated, only cells
with clear, audible response modulation to si-
nusoidal translation or rotation were meas-
ured vestibular heading tuning in three-
dimensions. Stimuli consisted of 2 s, 13cm,
0.1 G displacements along each of 26 direc-
tions spanning 3D space (Chen et al., 2010)
and were presented four to five times each
during passive fixation of a head-centered tar-
get. If good cell isolation was maintained after
the 3D tuning protocol, we further tested the
neuron with the vestibular heading discrimi-
nation task. Because the MSTd and VIP data
reported here for comparison were recorded
as part of different studies, somewhat different
criteria were used to search for and select neu-
rons. In MSTd, only neurons with significant
vestibular tuning in the horizontal plane were D
tested during the heading discrimination task

Motion platform
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Accordingly, we selected subsamples of the 10
MSTd and VIP populations that met the same
criteria used to select PIVC neurons.

Figure 1.
Data analysis

Spatiotemporal analysis of PIVC responses

PSTHs were constructed for each heading
using 25-ms time bins, and were smoothed
with a 400-ms boxcar filter. The temporal
modulation along each stimulus direction was
considered significant when the spike count
distribution from the time bin containing the
maximum and/or minimum response differed
significantly from the baseline response distri-
bution from —100 to 300ms poststimulus
onset (Wilcoxon signed-rank test, p <0.01).
For neurons with a minimum of two adjacent
(<45°) stimulus directions in the horizontal
plane having significant temporal modula-
tion, we calculated the maximum (for excita-
tory cells that show facilitation relative to baseline response) or
minimum (for inhibitory cells that show suppression relative to base-
line) response across stimulus directions (Chen et al., 2010). This was
performed for each 25-ms time bin between 0.5-2 s after motion onset.
An ANOVA was performed to assess the statistical significance of direc-
tional selectivity for each time bin. This analysis determined the signifi-
cance of direction tuning in the horizontal plane as a function of time and
assessed whether there are multiple periods in which a neuron shows dis-
tinct temporal peaks of directional tuning (Chen et al., 2010). “Peak times”
were then defined as the times of local maxima (for excitatory cells) or
minima (for inhibitory cells) at which distinct epochs of directional tuning
were observed. Cells with no peak times (i.e., no significant directional
tuning at any time during the response window) were excluded from fur-
ther analysis. Thus, cells included in the present study, from all three brain
areas, were required to have significant temporal response modulation
and significant directional tuning. Excitatory cells are much more

5 0 5 10 -0 -5 0 5 10
Heading direction (°)

Heading direction (°)

Experimental setup and heading discrimination task. A, Using a motion platform, animals were translated for-
ward along different headings in the horizontal plane, where 0° heading denotes translation straight ahead. B, Each trial
started with the appearance of a small fixation target in the center of the screen. Monkeys fixate the target while being pas-
sively moved. As soon as motion is completed, the fixation point disappears and two choice targets appear. Monkeys are
required to make a saccade to one of the two targets to report their perceived heading (left or right relative to straight
ahead). C, The inertial motion stimulus followed a Gaussian velocity profile (black dashed line) over the stimulus duration of
2 s. The corresponding acceleration profile was biphasic (black solid line) with a peak acceleration of 0.1 G. The solid curve
represents the output of a linear accelerometer attached to the motion platform, whereas the dashed curve corresponds to
its integral. D, Psychophysical performance in the heading discrimination task. Thin gray curves show individual psychometric
functions for all PIVC recording sessions from Monkey U (N'=75) and Monkey J (N =29), showing proportion of rightward
decisions as a function of heading. Monkey C was not included here since only four recording sessions were performed in
this monkey. Black squares represent the average (==SD) values across all sessions. Red curves represent cumulative
Gaussian fits to the average data.

common than inhibitory cells (Chen et al., 2010), and all PIVC neurons
tested during the heading discrimination task were excitatory cells.

ROC analysis

Behavioral performance was quantified by plotting the proportion of
“rightward” choices as a function of heading (angular orientation of the
motion direction from straight ahead) and psychometric functions were
fit with a cumulative Gaussian function:

P(h) = e 207 dx. (1)

Psychophysical threshold was defined as the standard deviation of
the Gaussian fit, o, which corresponds to 84% correct performance
(assuming no bias). Neural sensitivity was quantified by applying ROC
analysis to distributions of spike counts for pairs of leftward versus
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rightward headings (e.g., —9° vs +9°). The resulting neurometric func-
tions were then fit with a cumulative Gaussian function to estimate neu-
ronal thresholds (for details, see Gu et al., 2007; Chen et al., 2013).

Partial correlation analysis

To disassociate the contributions of vestibular heading stimuli and
choice to neural responses (spike counts), we computed Pearson partial
correlations between each of these variables (Prokhorov, 2001; Zaidel et
al,, 2017). This produced a heading partial correlation, reyc, that cap-
tured the linear relationship between firing rate (F) and heading (H)
given the monkey’s choice (C), as well as a choice partial correlation,
Ircjn» that captured the relationship between firing rate and choice given
the stimulus heading.

Partial correlations were calculated over the entire 2-s stimulus dura-
tion as well as in non-overlapping 100-ms time windows starting from
stimulus onset. Positive heading partial correlations indicate that firing
rates were greater for rightward than leftward headings. Likewise, posi-
tive choice partial correlations indicate that firing rates were greater for
choices made to the right than choices made to the left.

Autoregressive, integrated moving average (ARIMA) model
The time course of partial correlations was analyzed by fitting an appro-
priate statistical model, ARIMA (Newbold, 1983), which is descriptive
and captures a range of different temporal structure in time series data.
The model has an autoregressive (AR) part, meaning that it makes use of
the dependent relationship between an observation and some number of
previous (lagged) observations. The model has an integrative (I) compo-
nent, in that it uses differencing of raw observations (e.g., subtracting an
observation from an observation at the previous time step) to make the
time series stationary. And the model involves a moving average (MA),
in which the dependency between an observation and a residual error
from a MA is applied to lagged observations.

The underlying time series has the following form in the ARIMA
model:

v =cH+ Dy Fo A+ Dy, 06+ H 00,0 T e, )

where cis a constant, y,’is the differenced time series of observations,
e, is the random error or white noise at a time t, ®;, ©,, .. ., @, are the
coefficients of the AR part of the p™ order, and 61, 65, . . ., 04 are the
coefficients of the moving-average part of the qth order, respectively.

A standard form of the model is defined as ARIMA (p,d,q), where p
is the order of the AR term, d is the degree of first differencing involved
to make the time series stationary, and q is the order of the MA. A pa-
rameter value of 0 indicates that element of the model is not used, such
that the ARIMA model can simplify down to an AR, I, or MA model. As
an example, ARIMA(1,0,12) means that the model describes some
response variable (Y) by combing a first order Auto-Regressive model
and a 12th order MA model.

To find the best values of p, d and g, we first check whether the time
series is stationary (e.g., constant mean and variance) with the aug-
mented Dickey-Fuller test (ADF test in MATLAB), since it is difficult to
model a series that changes over time. The null hypothesis of the ADF
test is that the time series is non-stationary. Thus, if the p value of the
test is less than the significance level (0.05), one rejects the null hypothe-
sis and infers that the time series is indeed stationary. Differencing is
necessary only if the series is non-stationary, and one seeks the lowest
order of differencing required to get a near stationary series. By making
the data stationary, one can apply regression techniques to the time de-
pendent variable.

We used both Akaike’s information criterion (AIC) and Schwartz
Bayesian information criterion (BIC) to select the degrees p and q of the
model (aicbic function in MATLAB). We estimated several models with
different p and q values within a certain range (0~5 in our study), then
investigated the models with the lowest sum of AIC and BIC values, as
AIC was useful in selecting predictors for regression and BIC generally
penalized free parameters more strongly. We did not use the traditional
method of autocorrelation functions (ACFs) and partial ACFs (PACF)
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to estimate the values of p and q, since the number of datapoints for our
time course of partial correlation was relatively small.

Finally, we plot the residual distribution, the ACF and PACEF, to see
whether our model is good. If the residual is normally distributed, and
there are no significant terms in the ACF and PACF, we considered the
model was performing well.

To compare two time series datasets, we first fit each time series sep-
arately with the ARIMA model. Then we estimate the two time series
datasets jointly by putting the second series behind the first, and perform
a “chow test” (in MATLAB) to examine the hypothesis of a common set
of parameters. The basic idea here is to test whether the same set of pa-
rameters (which make up the ARIMA model) can describe both time se-
ries. If the fits of two time series are superior to the joint fit with a
common set of parameters (chow test), then we classify the two time se-
ries as significantly different.

Results

Psychophysical performance

To assess perception of self-motion on the basis of vestibular
cues in PIVC, three animals (Monkeys U, J, and C) were trained
to report their direction of translation in a two-alternative,
forced-choice heading discrimination task. On each trial, the
monkey was translated along one of nine directions in the hori-
zontal plane while fixation was maintained on a central target
(Fig. 1A). At the end of each trial, the animal reported its move-
ment as either rightward or leftward relative to straight ahead by
making a saccade to one of two targets presented at the end of
the movement (Fig. 1B). The inertial motion stimulus had a
Gaussian velocity profile with a peak acceleration of 1 m/s* (Fig.
1C). Average psychometric functions are shown for two mon-
keys (U: N=75 recording sessions; J: N =29 recording sessions)
in Figure 1D, black symbols. Here, we did not include the behav-
ioral data from Monkey C since only four recording sessions
were performed in this monkey. The proportion of rightward
decisions is plotted against heading and the data were fit with a
cumulative Gaussian function (red curves). Psychophysical
threshold is defined as the standard deviation of the cumulative
Gaussian that best fits the data, which corresponds to 84% cor-
rect performance in the absence of bias. Both animals discrimi-
nated small changes in heading based on inertial motion cues,
with average psychophysical thresholds of 2.57 * 0.18° SE for
Monkey U and 2.87 * 0.21° SE for Monkey J, respectively. These
heading thresholds are comparable to those found for both mac-
aques and humans in previous studies (Gu et al., 2007, 2008;
Fetsch et al., 2010; Chen et al., 2013).

PIVC responses to translation motion

We previously presented a thorough description of the responses
of PIVC neurons to translation movements (Chen et al., 2010).
Following our previous work (Chen et al., 2010), neurons show-
ing a single epoch of directional selectivity in which the heading
preference remains constant over time are referred to as “single-
peaked” (SP) cells (Fig. 2A for PSTHs in spherical coordinates;
Fig. 2C for 3D heading tuning profile at peak time). In contrast,
“double-peaked” (DP) neurons that follow the linear acceleration
profile of the motion trajectory exhibit two peaks of directional
selectivity separated in time, with opposite preferences (Fig. 2B
for PSTHs in spherical coordinates; Fig. 2D,E for 3D heading
tuning at early and late peak times, respectively).

In the current study, we first determined the spatiotemporal
tuning of each cell within the horizontal plane before we
recorded from neurons during the heading discrimination task.
Thus, we also classified neurons as SP and DP in the horizontal
plane. An example SP cell is shown in Figure 3A. The response
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Figure 2.

Example responses from SP and DP cells during measurements of 3D heading tuning. A, B, Response PSTHs for example neurons having SP (A) and DP (B) dynamics. Each PSTH

shows the mean response to one stimulus direction defined in spherical coordinates by its azimuth (varying along the abscissa) and elevation (varying along the ordinate) angles. Vertical
dashed black lines (t=0.85 s) in panel A indicate the time at which the maximum response across directions occurred (peak time). Vertical dashed red (t = 0.95 s) and green (t = 1.45 s) lines
in panel B illustrate the two peak times for the DP cell. PSTHs were computed with sequential 25-ms bins and then smoothed with a 400-ms sliding window. €, Color contour map showing
the 3D heading tuning profile (Lambert cylindrical projection) at peak time for the SP cell of panel A. This SP cell was significantly tuned for heading (ANOVA, p=33 x 10™°), with a pre-
ferred direction (computed as the vector sum of response) at azimuth = 11° and elevation = 3°, corresponding to a rightward and slightly downward movement. D, E, Color contour maps
showing 3D heading tuning profiles at the two peak times for the DP cell of panel B. The direction tuning at the first peak time had a heading preference at [azimuth, elevation] = [—60°,
36°] (D), whereas the later peak of tuning was centered at [azimuth, elevation] = [112°, —40°] (E). The difference between the two direction preferences for this neuron was 172°.

of this example neuron peaks at 0.94 s (vertical dashed black
lines). An example of a DP neuron is shown in Figure 3B, with
an early peak time (#=0.72 s, vertical dashed red lines) for some
directions that roughly corresponds to the time of peak accelera-
tion (t=0.82 s) and a late peak for other directions (t=1.18 s,
vertical dashed green lines) that roughly corresponds to the peak
deceleration time (t=1.18 s). As shown in Figure 3C,D for these
two example neurons, we computed tuning curves in the hori-
zontal plane, with mean firing rates calculated at the peak times.
For the SP neuron, the direction tuning curve at the peak time
(t=0.94 s) had a heading preference of 33°, which corresponds
to a forward/rightward motion (Fig. 3C). For the DP neuron, the
direction tuning curve at the early peak time (=0.72 s) had a
heading preference of 9.1°. At the late peak time (t=1.18 s), the
preferred heading was 168.1° (Fig. 3D). The difference between
the two direction preferences for this DP neuron was 159°, close
to the expected difference of 180° corresponding to a complete
reversal.

Distributions of peak times from responses tested in the hori-
zontal plane are summarized in Figure 3E. The average peak
time for SP cells (*SE) is 0.88 = 0.04 s (N =48; Fig. 3E, black),
which is earlier than the peak of the stimulus velocity profile,
and closer to the time of peak acceleration (0.82 s). This might
indicate that SP cells in PIVC are sensitive to velocities slower
than the peak stimulus velocity, or that they have some contribu-
tion from acceleration that reduces the peak time but is not
strong enough to generate a DP response profile. For DP cells,
the average early peak time is 0.80 = 0.02 s (N=57), and the
average late peak time is 1.28 = 0.03 s (Fig. 3E, red and green,
respectively). These values for DP cells correspond quite closely
to the times of peak acceleration (0.82 s) and deceleration
(1.18 s) dictated by the motion trajectory. In addition, there are

three triple peaked cells that may represent jerk (for details, see
Chen et al,, 2010, 2011c¢).

In total, 108 PIVC neurons with significant vestibular heading
tuning in the horizontal plane were further tested during per-
formance of the heading discrimination task. For comparison,
we also reanalyzed data from 182 neurons from MSTd (Gu et al.,
2007) and 68 neurons from VIP (Chen et al., 2013).

Heading sensitivity in PIVC
We examined the sensitivity of PIVC neurons, to assess whether
they are sensitive enough to account for psychophysical perform-
ance. Figure 4A shows the response PSTHs of an example PIVC
neuron during the heading discrimination task. Since many
PIVC cells are DP, the following analyses were all performed
within two time windows (acceleration window and deceleration
window) that are centered around the times of peak acceleration
(t=0.82 s; Fig. 4A, vertical dashed red line) and peak decelera-
tion (t=1.18 s; Fig. 4A, vertical dashed green line), respectively.
For both acceleration and deceleration windows, heading tuning
curves for this example neuron were monotonic over the narrow
range of headings tested (Fig. 4B, red and green curves, respec-
tively), with stronger responses to rightward (positive) than left-
ward (negative) headings. Heading sensitivity was quantified by
using ROC analysis to construct a neurometric function, and
then computing the neuronal threshold from the best fitting cu-
mulative Gaussian function (Britten et al., 1996). Neuronal
thresholds were 8.6° (acceleration peak time) and 6.1° (decelera-
tion peak time) for the example neuron, substantially greater
than the simultaneously measured behavioral threshold (1.5°%
Fig. 4C).

Summary data for the PIVC population are shown in Figure
4D,E. Similar to results reported previously for areas MSTd (Gu
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mean values.

et al,, 2007) and VIP (Chen et al, 2013), the vast majority of
PIVC neurons are much less sensitive than the monkey to small
changes in heading. The ratio of neuronal to psychophysical
thresholds from all three monkeys were 10.0 = 3.8 and 9.9 = 4.2
(geometric mean * SE) for the acceleration and deceleration
windows, respectively. The neuronal thresholds for Monkeys U
and ] are not significantly different (p=0.1707 for the accelera-
tion and p= 0.0650 for deceleration windows, respectively,
Wilcoxon rank test). Because of the small sample size (N =4), we
did not compare the results from Monkey C with those from
Monkeys U and J. For the acceleration window, the average neu-
ronal threshold in PIVC was 22.9 * 6.4 (geometric mean * SE
across all animals; Fig. 4D), which is not significantly different
from the average threshold for MSTd (21.0 = 8.8; p= 0.4588,
Wilcoxon rank test), but significantly greater than that for VIP
(15.2 = 5.3; p= 0.0102). For the deceleration window (Fig. 4E),
the average neuronal threshold in PIVC was 22.8 * 8.2, and not
significantly different from the corresponding values for MSTd
(23.1*+ 10.0, p=0.7804, Wilcoxon rank test) and VIP
(19.8 £ 7.3, p=0.2154, Wilcoxon rank test). Thus, the stronger
effects of inactivating PIVC on vestibular heading perception, as
compared with MSTd and VIP (Gu et al,, 2012; Chen et al.,
2016), do not appear to be simply explained by differences in
neuronal sensitivity across areas.

We also compared the slopes of tuning curves for PIVC neu-
rons around 0° heading (forward) for the fixation and discrimi-
nation tasks. The slopes are generally consistent between these
two measurement conditions and are highly correlated (accelera-
tion window: r=0.53, p=9.16 x 10 °; deceleration window:

Heading direction (°)

25 I Late Peak
1.28

0
20 00 05 1.0
PeakTime (s)

Vestibular tuning for heading in the horizontal plane. 4, Average PSTHs for eight headings in the horizon-
tal plane for an example SP neuron. Vertical dashed black lines indicate the peak time (t=0.93 s). B, Average
response PSTHs for an example DP neuron. Red and green dashed vertical lines indicate the early and late peak times
(t=0.68 and 1.18 s). C, Heading tuning curve for the SP neuron. The mean firing rate (*SE) calculated at the peak
time is plotted as a function of heading. The heading preference is 33°, which corresponds to forward/rightward
motion. Striped area illustrates the narrow range of headings tested during the discrimination task. D, Heading tuning
curves for the DP neuron, computed at first peak time (red) and second peak time (green). E, Distribution of peak
times for SP cells (black), as well as the first (red) and second (green) peak times of DP cells. Arrowheads illustrate

sory stimulus and the perceptual decision
(Zaidel et al., 2017), we analyzed the relation-
ships between neural responses, heading, and
choice using a partial correlation analysis
(Zaidel et al., 2017). Response PSTHs of an
example PIVC neuron are shown in Figure
5A. Tuning curves calculated during the accel-
eration and deceleration time windows are
shown in Figure 5B,C, black symbols and
lines, respectively. To decouple the effects of
stimulus and choice on neural activity, we also
computed heading tuning curves conditioned
on the animal’s choices (Fig. 5B,C, cyan and
magenta curves). For headings near zero,
where the animal makes many choices in both
directions, choice-related activity can be
assessed by looking at the difference in
response between rightward (p) and leftward
() choices for the same heading value on the
abscissa. This example neuron shows a clear
choice effect during the acceleration window,
with greater responses for leftward choices. Note, however, that
this neuron’s stimulus preference is for rightward (positive)
headings, such that effects of stimulus and choice on neural
responses have opposite polarities.

To summarize and quantify the contributions of heading and
choice to neuronal responses, we performed a partial correlation
analysis (see Materials and Methods; Zaidel et al., 2017). In this
analysis, positive (negative) heading partial correlations reflect
an increase in firing rate for rightward (leftward) headings, while
positive (negative) choice partial correlations reflect an increase
in firing rate for rightward (leftward) choices. For the example
neuron in Figure 5, the partial correlation analysis reveals signifi-
cant contributions of both heading and choice for the accelera-
tion window (7heading = 0.55, p=1.0 X 107°% Fehoice = —0.31,
p=42 x 10~ %) and the deceleration window (Theading = 0.61,
p=1.0 x 107 rapoice = —0.20, p=3.8 x 10°). Note that the
heading and choice partial correlations have opposite signs in
both time windows.

Results of the partial correlation analysis for the population of
PIVC neurons are shown in Figure 6A-C. For a more complete
comparison with MSTd and VIP datasets, we computed partial
correlations within a time window centered around peak stimu-
lus velocity, in addition to the acceleration and deceleration win-
dows. For the acceleration window (Fig. 6A), both heading and
choice contribute to PIVC responses, with 40.7% (44/108) of
neurons having a significant heading partial correlation, 27.8%
(30/108) of neurons having a significant choice partial correla-
tion, and 17.6% (19/108) of neurons having significant partial

15 20
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correlations for both heading and choice.
To compare the contributions of heading
and choice to PIVC responses, we applied
Fisher’s r to z-transformation to these
partial correlation coefficients (Levy and
Narula, 1978) and compared the magni-
tudes of the z values. The heading partial
correlation, as measured by the mean
value of |z| (0.134 = 0.012 SE), is signifi-
cantly greater than the corresponding
mean |z| value (0.099 = 0.010 SE) for the
choice partial correlation (p= 0.0179,
Wilcoxon rank test). This indicates that
the influence of stimulus heading is
stronger than the influence of choice dur-
ing the acceleration time window.

Also, there is a significant negative
slope between heading and choice partial
correlations in the acceleration window
(r=—0.41,p=9.9 x 10~ °, Pearson corre-
lation, N =108, df =106), which indicates
that heading and choice contributions to
PIVC responses are generally mis-
matched in polarity. To examine whether
this pattern is related to the acceleration
dynamics of neural responses, we exam-
ined this relationship separately for SP
and DP cells. Interestingly, we find a
strong negative correlation between head-
ing and choice signals for DP cells (r =
—0.605, p=6.2 x 107, Pearson’s correla-
tion, N=57, df= 55) but not for SP cells
(r = —0.085, p= 0.551, Pearson’s correla-
tion, N=51, df=49). Accordingly, there is
a significant difference in the relationship
of choice to heading partial correlations
between these two groups of cells in the
acceleration window (z = —3.10, p=0.0019,
7 test).

For the peak velocity (Fig. 6B) and
deceleration (Fig. 6C) time windows,
stimulus heading and choice made
roughly similar contributions to PIVC
responses. For the velocity window,
45.4% (49/108), 28.7% (31/108), and
16.7% (18/108) of neurons have signifi-
cant heading, choice, and both partial
correlations, respectively; for the deceler-
ation window, 47.2% (51/108), 32.4%
(35/108), and 15.7% (17/108) of neurons
have significant heading, choice and both
partial correlations, respectively. Again, we
found a tendency for choice partial correla-
tions to be anti-correlated with heading
partial correlations for the entire population
of PIVC neurons (velocity window: r =
—0.25, p=0.008; deceleration window: r =

—0.13, p=0.1859, Pearson’s correlation, N=108, df=106). These
negative correlations, particularly in the velocity window, again
appear to be mainly driven by DP cells (velocity window: r = —0.40,
p=0.002; deceleration window: r = —0.1151, p=0.3939, Pearson’s
correlation, N=57, df = 55), not SP cells (velocity window: r = 0.15;
p=0.27; deceleration window: r = —0.1595, p=0.2637, Pearson’s
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Quantification of neuronal sensitivity in area PIVC. A, Average PSTHs for each of nine headings tested in the dis-

crimination task. Each PSTH was constructed using 25-ms time bins and was smoothed with a 400-ms boxcar filter. Vertical
dashed red and green lines indicate the times of peak stimulus acceleration and deceleration (¢ =0.82 and 1.18 s). Stimulus
velocity (dashed line), acceleration (black solid line), and position (dotted line) profiles are overlaid for comparison (bottom
row). B, Firing rates (mean == SE) of the same cell for the two time windows (red, acceleration window; green, deceleration
window), plotted as a function of heading (positive values indicate rightward headings). €, Psychometric function (black x)
and neurometric functions corresponding to the acceleration (red, 0.82 s) and deceleration (green, 1.18 s) time windows.
Smooth curves show cumulative Gaussian fits. Threshold values that summarize behavioral (orpenavi) and neuronal
(O neu_Acc, Tneu_pec) Performance are given. D, E, Summary of the relationship between neuronal and psychophysical thresh-
olds for the acceleration (D) and deceleration (E) time windows. Diagonal marginal histograms indicate the distributions of

the ratio of neuronal:psychophysical thresholds.

correlation, N=51, df =49). The difference in correlation between

p=0.8195).

the groups was significant for the velocity window (z=2.898,
p=0.0038) but not for the deceleration window (z = —0.228,

For DP cells, stimulus heading tended to make a greater con-
tribution than choice to PIVC responses in the velocity and
deceleration windows, as indicated by the greater horizontal
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show a positive slope to the relationship between
heading and choice partial correlations (accelera-
tion window: r =0.2386, p = 0.0012; velocity win-
dow: ¥ =0.2033, p =0.0059; deceleration window:
r =0.1590, p=0.0320, Pearson correlation,
N=182; df=180), indicating that stimulus and
choice generally have similar influences on neural
responses, as one would expect in a feedforward
system, for example (Zaidel et al,, 2017). For all
three time windows, this positive correlation
appears to be driven more strongly by SP cells

(acceleration: r =0.2982, p=6.96 x 10~ % veloc-
ity: r =0.2870, p = 0.0011; deceleration: r = 0.2490,
p=0.0049, DPearson’s correlation, N=126,
df=124) than DP cells (acceleration: r = 0.1414,
P =0.2985; velocity: r = 0.1117, p =0.4126; decelera-
tion: r = 0.0339, p=0.8039, Pearson’s correlation,
N=56, df=54), although the larger sample of SP
cells might account for the significant correlation in
that case. Indeed, the difference in slope between
the two groups of cells was not significant (accelera-
tion window: z =1.005, p =0.3147 velocity window:
z=1115 p=02651; deceleration  window:
z2=1.342, p=0.1797, Z test).
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Figure 5.  Computation of choice-conditioned tuning curves for an example PIVC neuron. A, Average PSTHs for

the nine headings tested in the discrimination task, with 400-ms analysis window slid across the data in steps of
25ms. Red and green lines indicate the times of peak stimulus acceleration and deceleration (t=10.82 and 1.18
s). Format as in Figure 4A. B, Responses of the same cell for the acceleration window, plotted as a function of
heading. The black curve indicates the heading tuning based on all trials. Cyan and magenta curves show choice-
conditioned heading tuning curves corresponding to leftward and rightward choices, respectively. €, Heading tun-

ing curves for the deceleration time window. Format as in Figure 48.

spread of the data (Fig. 6B,C, pink). Correspondingly, the magni-
tude of heading partial correlations, as measured by the mean
value of |z| (velocity window: 0.1635; deceleration window:
0.1823), was greater than that of choice partial correlations (ve-
locity window: 0.1237; deceleration window: 0.1359) for the ve-
locity and deceleration windows (p=0.0259 and p = 0.0442,
respectively, Wilcoxon rank test, N=57). In contrast, for SP cells,
we found no significant difference between the mean values of |
z| for heading and choice (0.0940 and 0.0934, respectively; p =
0.8374, Wilcoxon rank test, N=51) in the velocity window, nor
between the corresponding mean values of |z| (0.1101 and
0.0926) for heading and choice in the deceleration window
(p=0.2232, Wilcoxon rank test, N=51). For all three time win-
dows, we found no significant differences between animals in the
mean absolute values of the z-transformed partial correlation
values (acceleration window: p=0.095 for heading and 0.1638
for choice; velocity window: p = 0.1214 for heading and 0.4907
for choice; deceleration window: p=0.3659 for heading and
0.7445 for choice, respectively, two-way ANOVA).

Similar to PIVC, MSTd shows a dominance of heading over
choice signals in all three time windows (Fig. 6D-F), with the
magnitude (mean |z| value) of heading partial correlations (accel-
eration: 0.11125; velocity: 0.12079; deceleration: 0.12972) being
significantly greater than the magnitude of choice partial correla-
tions (acceleration: 0.06758, p = 7.8 x 10~ velocity: 0.07607, p =
0.0038; deceleration: 0.07584, p=39 x 1077 Wil
coxon rank test, N=182). In contrast to PIVC, MSTd neurons

For VIP, choice effects on neural responses are
dominant, with the magnitude (mean |z| value) of
heading partial correlations (acceleration: 0.10188;
velocity: 0.10614; deceleration: 0.12612, N=68)
being significantly less than the magnitude of choice
partial correlations (acceleration: 0.17962; velocity:
0.19371; deceleration: 0.17864, N=68) in all three
time windows (p=9.5 x 10™% p= 0.0011 and
p=0.0254, respectively, Wilcoxon rank test,
N=68). For all three time windows, there are no
significant correlations to the relationship between
heading and choice partial correlations for VIP
(acceleration: r =0.0470, p=0.7036; velocity: r =
—0.1804, p=0.1411; deceleration: r =0.1246, p=0.3112, Pearson
correlation, N=68, df=66). And there is no significant difference
in slope between SP and DP cells (acceleration window: z=0.088,
Pp=0.9298; velocity window: z=1.256, p =0.2090; deceleration win-
dow: z=—1.791, p=0.0733, Z test).

Overall, the data of Figure 6 reveal a different balance of
heading and choice signals across areas, as well as different signs
of the relationship between heading and choice partial correla-
tions (see Discussion).

Time course of heading and choice signals in PIVC versus
MSTd and VIP

Since the motion stimuli were dynamic, with a Gaussian velocity
profile and a biphasic acceleration profile (Fig. 1C), we next
examined the time course of heading and choice partial correla-
tions using 25-ms time bins smoothed with a 100-ms moving
window, as shown in Figure 7. To avoid positive and negative
partial correlations cancelling when we take the average across
neurons at each time point (see also Zaidel et al., 2017), we plot-
ted the time course of the average of the squared partial correla-
tions (denoted by R?). For the time course of squared heading
partial correlation, we used ARIMA (p,d,q) models of order (0, 1,
2) for SP neurons and (3, 1, 2) for DP neurons, which means that
there are some linear trends in the time series of responses for SP
and DP neurons, and we first need one time differencing step
(d=1) to make the time series stationary, then two prior errors
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tion (C, F, I) time windows. Partial correlations were calculated between neuronal firing rates and stimulus headings (given the actual choices made by the monkey) or choices (given the stim-
ulus heading). Each data point represents choice and heading partial correlation coefficients calculated using a 100-ms analysis window centered at peak acceleration (t = 0.82 s), velocity (t=
1.0's), and deceleration (t = 1.18 s) of the motion profile for one cell. Data are shown separately for SP cells (black symbols) and DP cells (pink symbols). Solid lines and the shaded regions rep-

resent Type-Il regressions with their 95% confidence intervals.
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Figure 7. Time course heading and choice signals in PIVC. A, B, Temporal profiles of

squared partial correlation coefficients (R?) for heading (4) and choice (B), plotted separated
for SP (solid black) and DP (solid pink) cells. Error bands represent 95% confidence intervals.
The dashed lines show the corresponding ARIMA fits.

for SP neurons, and three prior values of the series together with
the two prior errors in estimation for DP neurons to get the best
estimate of each value in the series (for details, see Materials and
Methods). ARIMA models capture the variation in each time se-
ries explained by its own prior history, the MA model uses the

errors from the past forecasts to predict the future values, while
the AR model uses the past forecasts to predict future values.
The different parameters of ARIMA fits between SP and DP neu-
rons suggest that these two groups of neurons respond to head-
ing stimuli with different dynamics. Accordingly, the time
course of squared heading partial correlation for DP cells has a
substantially different structure from that of SP cells (F(y 160) =
15.11, p=9.9 x 10~ for SP vs DP, chow test; Fig. 7A).

For the time courses of choice-related activity (Fig. 7B), we
used ARIMA models of order (0, 1, 1) for SP neurons and (0, 1,
2) for DP neurons. In this case, the time course of squared partial
correlation for DP cells was also significantly different from that
of single peaked cells (F(; 160y = 2545, p=2.6 x 10~ '° for SP
vs DP, chow test). The difference across animals for the time
course of the squared heading partial correlation was not signifi-
cant (Fy 160y = 1.4730, p=0.2324; chow test), although the time
course of squared choice partial correlation across animals was
significantly different (F(; 4 = 30.2308, p=7.6 x 10~ '% chow
test). Overall, these results suggest that the temporal response
profiles of SP and DP neurons are different and they might use
different strategies to process heading and choice-related signals
during self-motion perception.
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Figure 8.

Comparison of time course of heading and choice signals between areas PIVC, MSTd, and VIP. A, Time course of the average squared heading partial correlation for PIVC (red),

MSTd (black), and VIP (dark yellow). Error bands represent 95% confidence intervals. B, Time courses of the average squared choice partial correlations. Format as in panel A. , The ratio of
the mean for squared heading versus choice partial correlations across time in PIVC, MSTd, and VIP. The shaded areas correspond to 95% confidence intervals obtained using the bootstrap anal-

ysis. Dashed lines in each panel show ARIMA fits to the data.

We further compared the temporal dynamics of heading and
choice signals among PIVC, MSTd, and VIP, as shown in Figure
8. For the time course of heading signals, the ARIMA models for
PIVC, VIP, and MSTd had parameters given by (3, 1, 2), (5, 2,
2), and (2, 1, 3), respectively. The squared heading partial corre-
lation in PIVC had a similar temporal structure with MSTd and
VIP (PIVC vs MSTd: F(y 160y = 1.8081, p=0.1673; PIVC vs VIP:
Fii160) = 1.7095, p=0.1843; MSTd vs VIP: F; 160 = 0.2370, p=
0.7893, chow test). This indicates that the dynamics of heading-
related signals among these three areas are broadly similar,
although the maximum squared heading partial correlation is
greater in PIVC than MSTd and VIP around the time of peak
deceleration. In contrast, the time courses of squared partial cor-
relations for choice (Fig. 8B) differ greatly among areas through-
out the stimulus period (F;,160) = 55.3057, p=6.2 X 107" for
PIVC vs MSTd; F(; 160y = 157.0214, p=2.8 x 10~ °* for PIVC vs
VIP; F(; 160) = 304.8759, p=5.8 x 10> for MSTd vs VIP, chow
test), as revealed by fitting the ARIMA model with parameters of
(0,1, 1), (4, 1,2), and (2, 2, 2) for PIVC, VIP, and MSTd, respec-
tively. To summarize these patterns, we plotted the ratio of the
mean R” values for heading and choice as a function of time for
each area (Fig. 8C). The ratios for PIVC have an overall magni-
tude that lies in between MSTd and VIP, indicating more bal-
anced contributions from stimulus and choice signals in PIVC.

Discussion

In the last few decades, research has made great strides toward
explaining how the brain computes accurate estimates of our
self-motion relative to the world (Britton and Arshad, 2019). In
particular, the vestibular system makes important contributions
to our perception of self-motion, and various cortical regions in
primates have been characterized with regard to vestibular head-
ing selectivity (Gu et al., 2006, 2007; Chen et al., 2010, 2011a,b,
2013). Among these areas, inactivation of the PIVC substantially
impaired the precision of vestibular heading discrimination
(Chen et al., 2016) while large bilateral injections of muscimol in
VIP or MSTd reveal no deficits or very weak deficits in perform-
ance, respectively (Chen et al., 2016).

Theories of perceptual decision-making have considered that
decision-related neural activity in sensory cortex can be derived
from bottom-up (feedforward) impact of sensory propagation of
noise (Britten et al., 1996; Shadlen et al., 1996; Kanitscheider et
al., 2015; Pitkow et al., 2015). In a feedforward model, sensory
neurons undergo collective noise fluctuations that influence the
outcome of the decision process and hence create a correlation

between neuronal and behavioral responses. Responses of indi-
vidual task-relevant sensory neurons can therefore predict mon-
keys’ trial-by-trial choices in perceptual decision-making tasks.
Thus, choice-correlated activity has sometimes been interpreted
as evidence that the responses of these neurons are causally linked
to perceptual judgments (Britten et al., 1996; Shadlen et al., 1996;
Kanitscheider et al., 2015; Pitkow et al., 2015). However, there has
been growing evidence that contradicts this simple feed-forward hy-
pothesis and instead emphasizes the role of top-down (feedback)
signals in the origin of choice-related activity, in part by showing
that the correlated noise in populations of sensory neurons changes
with attentional state or other task demands (Cohen and Newsome,
2008; Cohen and Maunsell, 2009; Mitchell et al., 2009; Nienborg
and Cumming, 2009; Ruff and Cohen, 2014; Yang et al., 2016;
Bondy et al., 2018).

If choice signals in PIVC primarily reflected a feedforward,
causal contribution of sensory neurons to decisions, one would
have expected greater choice-related signals in PIVC during ves-
tibular self-motion perception than the other areas. However, we
found that choice signals were balanced with heading signals in
PIVC, and were significantly weaker than choice signals in VIP,
although greater than in MSTd. Thus, our present findings sup-
port previous conclusions that the interpretation of choice sig-
nals is complex (Zaidel et al, 2017) and does not just imply
feedforward causality (Nienborg and Cumming, 2009). Our find-
ings also agree with the relationship between microstimulation
effects and choice-correlations observed by Yu and Gu (2018) in
several visual/visualmotor areas (MT, MST, and VIP) during
motion discrimination. In fact, the activity of sensory neurons is
modulated by a variety of contextual factors, such as adaptation,
attention, wakefulness, reward, and locomotion (Luck et al,
1997; Kato et al., 2012; Benucci et al., 2013; Aydin et al., 2018; Le
Merre et al., 2018; Guo et al., 2019), and perceptual decisions are
influenced by such factors as recent stimulus, choice, and feed-
back history (Lau and Glimcher, 2005; Fischer and Whitney,
2014; Abrahamyan et al.,, 2016). These phenomena might con-
spire to create correlations between neuronal and behavioral
responses. Additionally, some computational studies have dem-
onstrated that choice-correlated activities in task-relevant neu-
rons arise from an inference process involving both feedforward
and feedback computations (Wimmer et al., 2015; Haefner et al.,
2016).

One of the most salient findings of the present study is that
choice signals are negatively correlated with sensory signals in
DP cells. This finding appears contradictory to the feedforward
interpretation of choice signals, which predicts that stimulus-
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related and choice-related modulations should have the same
sign, as indicated by the positive correlation between heading
versus choice signals as observed in MSTd (Fig. 6D-F). One pos-
sibility is that the negative correlation may be caused by the
acceleration dynamics in DP cells. Given the biphasic nature of
acceleration dynamics, there are essentially opposite preferred
directions at different times for DP cells. Perhaps the negative
correlation between choice and heading partial correlations in
the early window reflects how DP cells are decoded. We also saw
some weak negative correlation in deceleration window, but we
cannot rule out the sequential effects of adaptation since the accel-
eration was always followed by deceleration. One interpretation of
the strong PIVC inactivation results is its consideration as the clos-
est to a “vestibular cortex” (Guldin and Griisser, 1998; Brandt and
Dieterich, 1999; Chen et al,, 2010). Indeed, PIVC is closer than
MSTd and VIP to the peripheral vestibular system, receiving direct
vestibular projections from the thalamus (Chen et al., 2011c). Thus,
inactivation of PIVC may serve to block some of the bottom-up
propagation of sensory information, which would severely impair
heading discrimination performance.

Returning to the top-down modulation framework, previous
studies have suggested some additional hypotheses, e.g., the
sharpening hypothesis and the prediction error hypothesis.
The sharpening hypothesis states that top-down signals enhance
the neural representation in the lower sensory areas, thus
improving the quality of the degraded sensory signal (Hsieh et
al., 2010; Abdelhack and Kamitani, 2018). Indeed, several studies
have shown evidence for sharpened signals driven by prediction
in the lower visual areas (Lee and Mumford, 2003; Hsieh et al.,
2010; Kok et al., 2012; Gayet et al., 2017). But this scheme would
seem to also predict a positive correlation between stimulus and
choice partial correlations, which were not observed in PIVC.
Conversely, the prediction error hypothesis states that top-down
signals provide expected signal information that would be redun-
dant if represented again in lower sensory areas, and therefore
gets subtracted (Mumford, 1992; Rao and Ballard, 1999). This
results in an error signal that is repeatedly processed to update
the prediction signal until the error signal reaches zero, which
corresponds with achieving a perceptual result (Murray et al,
2002; den Ouden et al,, 2009; Alink et al., 2010; Meyer and
Olson, 2011; Todorovic et al., 2011; Kok et al., 2012; Gordon et
al., 2017). Such a framework might be compatible with the nega-
tive correlation between sensory and choice signals observed in
PIVC. Since the negative slope between heading and choice par-
tial correlations was produced mostly by DP cells, the top-down
suppression might be related with spatiotemporal acceleration
signals in PIVC. For example, the acceleration signals might play
a role of a prediction error, similar to the bidirection modulation
observed in the dopaminergic system (Schultz et al., 1997). These
hypotheses remain to be tested in future experiments.
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