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a b s t r a c t 

The emergence of the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) late last year has not only 

led to the world-wide coronavirus disease 2019 (COVID-19) pandemic but also a deluge of biomedical literature. 

Following the release of the COVID-19 open research dataset (CORD-19) comprising over 200,000 scholarly 

articles, we a multi-disciplinary team of data scientists, clinicians, medical researchers and software engineers 

developed an innovative natural language processing (NLP) platform that combines an advanced search engine 

with a biomedical named entity recognition extraction package. In particular, the platform was developed to 

extract information relating to clinical risk factors for COVID-19 by presenting the results in a cluster format to 

support knowledge discovery. Here we describe the principles behind the development, the model and the results 

we obtained. 
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ntroduction 

The first coronavirus disease 2019 (COVID-19) cases emerged in

uhan city in China as a result of infection from severe acute respi-

atory syndrome coronavirus 2 (SARS-CoV-2). 1 Since then the disease

as spread across the world resulting in a pandemic. 2 To contain the

isease, there is a world-wide effort to study the virus and devise treat-

ents and vaccine candidates. 3 Clinicians and researchers are in urgent

eed of rapid and quality information that will help them to inform

iagnostics and therapeutics relating to the disease. However, the vol-

me of studies concerning COVID-19 has substantially increased since

he beginning of 2020 ( fig. 1 ). 4 When you couple these studies with pre-

xisting studies relating to other coronaviruses, immunology, genomics,

roteomics and therapeutics the volume increases markedly. 5 

While not everything in this collection of medical literature is of

roven value, it is nevertheless an essential source of information in the

andemic context. 5 In this context, researchers and clinicians require

 reliable approach to mining published literature for novel insights,
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merging risk factors and therapeutics to inform their work in combat-

ng the COVID-19 pandemic. Biomedical natural language processing

NLP) or text mining can help mine useful information and knowledge

rom large volumes of biomedical literature. 6 The objective of text min-

ng is to derive implicit knowledge that hides in such literature and

resent it in an explicit form. In this context, we offer an innovative

ext mining and analytical tool that will aid clinicians and researchers

n extracting valuable insights from large datasets of literature. In the

ollowing sections, we describe the principles, techniques and results of

ur approach. 

ethods 

The first step in our text mining process was information retrieval

IR). The dataset we relied on to retrieve information in this step was

he COVID-19 Open Research Dataset (CORD-19), which is a resource

f over 60,000 scholarly articles, including over 47,000 publications

overing subjects such as COVID-19 and coronavirus related research. 7 
 2021 
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Fig. 1. Increase in pre-print and peer reviewed publications relating to COVID-19 February-May 2020 (Source: NIH, 2020). 

Fig. 2. Our biomedical NLP sequence. 
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g  
he CORD-19 dataset was initially made available for machine learning

ractitioners as an open-access database by a coalition including the

hite House, National Institutes of Health, and other partners but is

ow maintained by the Allen Institute for AI. The dataset gets updated

eekly, and we last retrieved the dataset, to assess the utility of our

odel, in the first week of January 2021. 

As part of the pre-processing seven sections in the full text of the

ublications were indexed for information retrieval including ’Abstract’,

Introduction’, ’Background’, ’Discussion’, ’Results’, ’Results and Discus-

ion’ and ’Methods’. The sections were established through an internal

onsultation process with the medical researchers in the team. Solr, an

pen-source enterprise search platform, was employed as a foundational

uery search engine for information extraction. Solr, uses okapi BM25

 ranking function used by search engines and provides distributed in-

exing and load-balanced querying, which suited our objectives. 8 

The input for the search engine was the CORD-19 dataset, with files

n JavaScript Object Notation Format. The search engine allowed both

ree text and Boolean queries, while allowing unlimited queries. Written

nto the code was a process to eliminate duplicates of the retrieved in-

ormation like for example similar abstracts. Weighted queries ensured
2 
nly the most relevant articles were retrieved. The search platform was

njoined with scispaCy, a package tailored to identify within the search

esults biomedical or clinical terms. 9 scispaCy builds on the Python-

ased spaCy library, which has a number of tools to aid text process-

ng in multiple languages. scispaCY customises these tools to support

rimary text processing requirements for the biomedical, scientific and

linical areas. Initially, key terms relating to COVID-19 including all its

ssociated synonyms were built into the search process to filter results.

he search process then incorporated the scispaCy model to filter the

esults further and extract the medical terms. 

Knowledge about the relations between biomedical factors are em-

edded in literature and extracting information about the relationships

an be useful for medical research. 10 Following retrieval of results from

he search process, there is a requisite to obtain clarity from the results,

hich necessitated us to explore various analytical approaches. It has

een identified that clustering is a useful analytical approach for gain-

ng insights from biomedical data mining as it enables dimensionality

eduction and visualisation of similarity indices. Clustering is a core task

n many machine learning and text mining approaches. 11 Clustering al-

orithms are known to be useful to explore large scale data. 12 Cluster
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Fig. 3. Spectral and Agglomerative Cluster 

representation for search term ‘Lymphocy- 

topenia’. Each dot represents a paper relating 

to the term. 
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nalysis when applied provides insights regarding underlying data simi-

arity structures. The clustering technique groups similar terms into the

ame cluster thus assisting with knowledge discovery. 

For the purpose of this project, we used spectral clustering (SC),

hich is stated to achieve better results than generative models. 13 For

imensionality reduction and to organise retrieved results into clus-

ers, we initially employed spectral embedding (SE). SE is generally em-

loyed for non-linear dimensionality reduction and works by forming an

ffinity matrix and applying spectral decomposition to the graph Lapla-

ian. KNN algorithm was used to create heat kernels, which served as in-

ut for SE. SC uses the top eigenvectors of a matrix that is resulting from

he distance between points. SC conserves linguistically motivated simi-

arities. Also SC identifies communities of nodes in the dataset based on

he edges connecting them. 14 Unlike traditional approaches, SC utilises

roximity or connectivity to cluster data instead of distance or compact-

ess. SC represents data as graphs where samples are vertices and the

imilarity between samples is represented as edge weights. 11 SC adopts

n approach where given a data set X = {xi} n i = 1 , the purpose of SC is to

eparate X into c clusters. The cluster assignment matrix is represented

y Y = [y1, y2, ..., yn] T ∈ B 

nXc , where y i ∈ B 

cX1 (1 ≤ i ≤ n) is the

ssigned vector for the pattern xi. Following this, the j-th element of y i 
s represented as 1 and if the pattern xi is assigned to the j-th cluster it

s 0. Thus, the main task of a clustering algorithm is to learn the cluster

ssignment matrix Y. 

To enable a more comprehensive approach and a comparison of clus-

ering approaches we also utilised agglomerative clustering (AC) in our

roject. AC or hierarchical clustering as it is also known is another tech-

ique used for undertaking exploratory data analysis. 15 AC commences
 t  

3 
ith a large number of small clusters and through an iterative process

elects two clusters with the greatest affinity until a stopping condition

s attained. 16 In other words, a binary merge tree commencing from the

ata elements stored at the leaves, which proceeds by merging two by

wo the nearest subsets until the root of the tree is arrived at. 15 AC is

onceptually easy to understand and execute while producing an infor-

ative clustering approach. 

The sequence of our biomedical NLP, which included information re-

rieval, entity recognition of relevant biomedical entities, medical con-

ent information extraction, knowledge discovery of latent relationships,

ata visualisation (described in the Results section), and validity mea-

ures (described in the Results section) is outlined in the fig. 2 . 

esults 

To illustrate the utility of our biomedical NLP, we searched for ‘lym-

hocytopenia ’ and ’anosmia’’ terms from the CORD-19 dataset. Both

ymphocytopenia and anosmia have been found to be associated with

OVID-19 1 , 17 Since the beginning of the pandemic, lymphocyte count

as been an important marker of clinical progression of the disease. 18 

umerous studies have now shown that lymphocytopenia is associated

ith poor clinical outcomes for COVID-19 patients. Another promi-

ent sign that has been associated with COVID-19 patients is anos-

ia, which can present suddenly and sometimes without other symp-

oms. 19 While anosmia has been widely reported as a clinical sign, the

athogenic mechanism of olfactory dysfunction and it clinical charac-

eristics is not clear. Therefore, we considered identifying literature per-

aining to these two COVID-19 manifestations would showcase the use-
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Fig. 4. Spectral and Agglomerative Cluster representation and confusion matrix for search term ’Anosmia’. Each dot represents a paper relating to the term. 

Table 1 

Quality metrics of dimensionality reduction and cluster coherence. 

Quality Metrics Spectral Clustering Agglomerative Clustering 

Search Term Lymphocytopenia Anosmia Lymphocytopenia Anosmia 

Silhouette Index Score 0.890 0.833 0.929 0.894 

Calinski-Harabasz Index Score 196.617 256.558 258.605 849.014 

Davies-Bouldin Index Score 0.808 0.898 0.514 0.539 
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t  
ulness of our biomedical data mining model to biomedical and clinical

esearchers. Outlined below are the representation of the data clusters

f the representation including spectral and agglomerative cluster rep-

esentation of the two terms ‘Lymphocytopenia’ and ‘Anosmia’ ( Figs.

–5 ). In Fig. 3 and 4 , the papers relating to the terms are reflected as

ots and in Fig. 5 , the cluster hierarchy for each search term is presented

s a dendrogram (tree diagram). 

Validity measures for clustering approaches can be internal and ex-

ernal. 20 For this project, we used internal measures as they only rely

n information in the data unlike external validation measures, which

eed information external to the data. As we did not have ground true

abel of data, we relied just on internal clustering validation. For the

uality metrics we used three internal validation measures: Silhouette,

alinski-Harabasz (CH) and Davies-Bouldin (DB) index scores ( Table 1 ).
4 
nternal validity measures quantify the quality of the clustering relying

n properties intrinsic to the dataset. 20 , 21 They mathematically measure

hat a good clustering looks like. They also allow for the comparison

f partition between clusters. Silhouette index authenticates the cluster-

ng performance based on the pairwise variance of between and within

luster distances. 20 By maximising the value of this index, the optimal

luster number can be determined. The CH index, also known as the

ariance Ratio, assesses the validity of clusters based on the average

etween and within cluster sum of squares. 22 DB signifies the average

imilarity between clusters by comparing the distance between clusters

ith the size of the clusters. In other words it identifies clusters, which

re far from each other and compact. 23 

The Silhouette score is bound between -1 and + 1 so the higher

he score relates to better defined clusters. We notice for both search
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Fig. 5. Dendrogram for agglomerative clustering of search terms ‘Lymphocytopenia’ and ’Anosmia’ respectively. 
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erm ‘lymphocytopenia’ spectral clustering achieves slightly lower per-

ormance with Silhouette index than agglomerative clustering indicating

hat the clusters obtained are not relatively compact. On the other hand,

e observed that agglomerative clustering creates tight clusters but well

eparated both for ‘lymphocytopenia’ and ‘anosmia’. The same pattern

ecurs for agglomerative clustering with CH scores, which scores dense

ut well separated clusters higher. Spectral clustering tries to maintain

earest neighbours in reduced dimensions causing the dilution of clus-

ers but still achieving decent CH scores. For agglomerative clustering,

B scores are also better as it forms tight clusters trading off nearest

eighbour similarity unlike spectral clustering. This is because DB em-

hasizes separation which becomes pronounced when inter-cluster dis-

ances are very low. 

iscussion 

Information retrieval, in a text mining context, involves a user sub-

itting a query to a search engine and receiving relevant results align-

ng with their submitted question in return. 24 In a pandemic context,

nformation extraction from medical literature involves the identifica-

ion of entities such as diseases, as well as the identification of complex

elationships between these entities. 5 , 6 Query results extracted from the

iterature may be used to populate databases or data curation. 24 From

hese extractions, knowledge bases can be built that contain the col-

ected statements with references to the literature. Knowledge discov-

ry involves identifying undiscovered or hidden knowledge by apply-

ng data-mining algorithms to the collection of facts gathered from the

iterature. From here, text mining results may be used to suggest new

ypotheses which can be used to either validate or disprove existing

ypotheses or to help direct future research. 24 

The text-mining and clustering visualisation model we have devel-

ped assists with the knowledge discovery process by using clustering

pproaches and uncovering latent relationship between entities aiding

esearchers and clinicians in their pursuit of appropriate treatment and

anagement of COVID-19 cases. This process is achieved by retrieving

rticles that mention relevant biomedical terms relating to COVID-19

nd categorising them for their relevance to the clinical risk factors. The

ssumption here is that supplied databases like CORD-19 have relevant

nformation suitable for extraction. A valuable aspect to the model is its

nformation extraction process, which involves both a robust informa-

ion retrieval engine and biomedical named entity recognition. Knowl-

dge representation was achieved through dimensionality reduction and

eature affinity clustering algorithms, which is a novel process not found

enerally in other biomedical NLP models. Further to this, the garnered

ndings are presented in visually aesthetic and a readable manner that

nsure pertinent insights are conveyed to a broad spectrum of health-

are professionals. While the tool we developed here was customised
5 
o identify COVID19 related risk factors, this model can be potentially

ustomised to extract other biomedical terms and assist with knowledge

iscovery. 

onclusion 

To develop the COVID-19 biomedical NLP, we brought together data

cientists, software engineers, clinicians, and medical researchers to en-

ble an informed approach and to develop a well-rounded knowledge

xtraction process. The multi-disciplinary effort emulates the real-world

linical inductive reasoning that utilises a stepped approach to evaluate,

xtract and prioritise insights to enable evidence-based medicine. 

While our biomedical NLP extracts pertinent entities from the

iomedical literature and provides a high degree of cluster coherency, it

as limitations associated with the biomedical named entity recognition

ibrary. This restricts the ability to extract all the necessary biomedical

ligned entities. Biomedical concept recognition is an area of active re-

earch, and improved methods targeting a broad range of entity and

oncept types can be substituted. We demonstrated our project to front-

ine clinicians and the feedback was positive. This is in terms of being

ble to rapidly access accurate and appropriate information from the

OVID infodemic in a visually insightful interface. The COVID-19 pan-

emic has created a unique situation where there is a need for rapid

ccess to evolving clinical knowledge rapidly from the exponentially in-

reasing publications of variable quality. We strongly believe because

f these features the platform may support deeper investigation of the

cientific literature related to COVID-19. 
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