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A B S T R A C T

The first and most critical response to curbing the spread of the novel coronavirus disease (COVID-19) is to deploy
effective techniques to test potentially infected patients, isolate them and commence immediate treatment.
However, several test kits currently in use are slow and in a shortage of supply. This paper presents techniques for
diagnosing COVID-19 from chest X-ray (CXR) and address problems associated with training deep models with
less voluminous datasets and class imbalance as obtained in most available CXR datasets on COVID-19. We used
the discriminative fine-tuning approach, which dynamically assigns different learning rates to each layer of the
network. The learning rate is set using the cyclical learning rate policy that changes per iteration. This flexibility
ensured rapid convergence and avoided being stuck in saddle point plateau. In addition, we addressed the high
computational demand of deep models by implementing our algorithm using the memory- and computational-
efficient mixed-precision training. Despite the availability of scanty datasets, our model achieved high perfor-
mance and generalisation. A Validation accuracy of 96.83%, sensitivity and specificity of 96.26% and 95.54%
were obtained, respectively. When tested on an entirely new dataset, the model achieves 97% accuracy without
further training. Lastly, we presented a visual interpretation of the model’s output to prove that the model can aid
radiologists in rapidly screening for the symptoms of COVID-19.
1. Introduction

The first and most critical response to curbing the spread of the novel
coronavirus disease (COVID-19) is to deploy effective techniques to test
potentially infected patients, isolate them and commence immediate
treatment [1]. Most current COVID-19 test kits can be categorised into
two types – the molecular tests and serological tests. The molecular tests
or nucleic acid tests involve the swab collection of tissue samples from a
patient’s nose or mouth. From these samples, the specific genetic
signature of the virus that causes COVID-19 (i.e. the severe acute respi-
ratory syndrome coronavirus 2, termed SARS-CoV-2) is checked for by
using reverse transcriptase-polymerase chain reaction (RT-PCR) pro-
cedure [2]. On the other hand, the serological test involves checking the
blood samples of potentially infected persons for traces of specific anti-
bodies [3].

One major drawback with these screening techniques is the shortage
of supply. For instance, with a population of over 200 million people and
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over 1.7 million households, Nigeria is unable to perform up to 100,000
tests due to the limited supply of these test kits.1 Another drawback is the
complicated manual process of conducting these tests for which there is a
shortage of expertise in many developing countries, thus requiring the
need to train new medical personnel amidst the growing pandemic.
Other drawbacks of these tests include laborious processes and the long
delay in outputting results, as some test kits take hours to yield results
[1].

An alternative screening technique, which is capable of rapidly
detecting COVID-19 is chest radiography – chest X-ray (CXR) and
computed tomography (CT) imaging (see Fig. 1 for the chest x-ray of a
COVID-19 and another Pneumonia patient).

X-ray imaging has been the de-facto approach for detecting lung in-
flammations, enlarged lymph nodes, pneumonia, and other breathing-
related problems. When SARS-CoV-2 infects a person, it begins by
affecting the epithelial cells that line the lungs. In this case, CXR can be
used to analyse the patient’s lungs for features of COVID-19 infection.
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Fig. 1. Example of Chest X-ray COVID-19 and Pneumonia infected Patients: both diseases are associated with breathing difficulty.
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Additionally, CXR can be used to study disease progression and post
disease effect on the lungs. By using x-ray scans, the radiologist is ex-
pected to carry out a visual inspection of the scan to recognise indicators
associated with the viral infection. In this regard, some earlier studies
have identified abnormalities in chest radiography, which are linked to
abnormalities caused by the COVID-19 infection [4].

The following advantages of CXR imaging for the detection of
COVID19 were identified in Ref. [1]: firstly, CXR is considered the
standard healthcare equipment; thus, it is readily available and accessible
in many hospitals. Secondly, portable CXR systems are equally available;
consequently, imaging can be performed in isolation rooms. Lastly, in
isolation and test centres with many patients, CXR systems can allow for
the rapid triaging of patients.

The questions that immediately follow are: how rapidly can a radi-
ologist recognise indicators from a chest radiograph associated with the
viral infection? What level of expertise will reduce false-negative results?
Moreover, how many of these expert radiologists are available in low- or
middle-income countries? These countries typically do not have the
required amount of expertise needed to keep up with the demands of the
pandemic coupled with the fact that COVID-19 indicators in chest ra-
diographs are quite subtle and interpretation by expertise may be prone
to false-negatives [5]. In parallel, deep learning systems can be designed
to provide a rapid interpretation of radiographic images, identify regions
of attention, and pass these results to the radiologist for further verifi-
cation purposes. This computer-aided diagnostic (CAD) system can then
be made available on the internet, a mobile device, or incorporated into a
country’s healthcare management portal.

Deep learning is a powerful, cutting-edge technology, which has
found wide-spread application in medical diagnosis such as in the
detection of breast cancers from mammograms, histopathology, breast
ultrasound, etc. Deep learning can also be used to check for lung in-
fections such as pneumonia, SARS and tuberculosis from x-ray scans;
similarly, brain tumour has been detected from magnetic resonance im-
aging (MRI) scans [6]. For high performance, deep learning algorithms
need to be trained on large datasets for long hours and require with
tremendous computational power demands.

Based on the current 2020 global pandemic caused by COVID-19, the
following problems are identified: (1) the performance of deep learning
models depends on the availability of large datasets, which are limited at
the moment as expected in any sudden disease outbreak, such as in the
present experience, (2) deep learning models need high computational
power requirements, which are unevenly distributed particularly in
developing countries, thus limiting the capacity of researchers and
research works from such regions, and (3) deep learning models are often
2

treated as black-boxes, and critical medical decisions must be subjected
to rigorous scrutiny and analysis. Similarly, deep learning models must
be transparent by exhaustively analysing the inference process to gain
wide acceptance.

Consequently, this article poses the following contributions in line
with the problems mentioned above:

1. Insufficient data to train deep CNNs: We present a data-efficient
method for training deep CNN to make judicious use of the scarcely
available public datasets.

2. Deep CNNs require high computational resources: We present an al-
gorithm capable of enhancing rapid convergence based on memory-
efficient mixed-precision training techniques.

3. Deep CNN is treated as black-boxes: We implement a technique that
improves the reliability of our model’s inference statistics by
providing visual clues coupled with its inference to aid the screening
process.

The rest of this article is organised as follows: a review of related work
is presented in Section 2, a data-efficient discriminative fine-tuning of
deep CNN and mixed-precision training are formally introduced in Sec-
tion 3. The dataset used and experimental setup are presented in Section
4, whereas the discussion of the result is presented in Section 5.

2. Literature review

One technique used to train deep learning models in problem do-
mains with scanty datasets is the transfer learning technique. This tech-
nique can be efficient in training deep learning models to detect features
of COVID-19 infection from chest x-rays since the availability of scans of
positive cases are limited. Transfer learning is an example of domain
adaptation techniques, where knowledge acquired from one domain
(source domain) is transferred to a target domain which usually contains
less training instances compared to the source domain. In transfer
learning, knowledge transfer is facilitated by exploring domain-invariant
structures that underline distribution discrepancies in two domains.
Specifically, this is realised by retraining layers of previously trained
deep neural networks (base models) with training data from the target
domain [7]. The most common source domain used in many computer
vision applications is the ImageNet Large Scale Visual Recognition
Challenge (ILSVRC), which comprises hundreds of millions of training
instances. For a comprehensive review on transfer learning, readers may
find [8] interesting.
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Further, ILSVRC serves as a benchmark for testing advanced classi-
fication models [9]. The base model used would include models that
perform appreciably well on ILSVRC, such as AlexNet, VGG, ResNet,
DenseNet, among others. In this regard, Zeiler and Fergus [10] showed
that regardless of dataset domain, deep CNNs can learn similar features
in their early layers, thus, owing to the presence of these features in
images, they are referred to as general features in Ref. [11]. Additionally,
deep CNN can disentangle underlying features in an image and hierar-
chically group them according to their related invariance features such as
edges, curves, and colour blobs [10,11].

Using this technique, authors in Ref. [12] trained three deep learning
models with 100 images (50-50 positive and negative training examples
were used, respectively). They reported accuracies of 100%, as well as
appreciable specificity and sensitivity results, respectively. Their results
present a case of too few datasets, wherein the model overfit during the
training process. Similarly, it was noted that models trained using
transfer learning could still overfit when the training dataset is too small
[11]. Overfitting is a phenomenon where a model performs exceptionally
well on training examples, but poorly on test and validation sets, thus,
such models should not be deployed for critical real-world applications.
In Ref. [13], the authors trained five deep learning models with 1427
images, 224 of which were COVID-19 positive. They achieved a high
accuracy performance of 98.75% using VGG-19, while MobileNet v2
achieved a sensitivity of 99.10%. Their method suffers from the class
imbalance problem, where one class presents more training examples
than the other. Another instance of class imbalance can be found in
Ref. [14], where ResNet50 was trained using 5941 images from which
only 68 images were COVID-19 positive.

Nevertheless, authors in Ref. [1] achieved 83.5% accuracy and 87.1%
sensitivity while training on a class imbalanced dataset. In Ref. [1], they
used a generative synthesis technique to design a model tailored towards
the detection of COVID-19. The generative synthesis is a machine-driven
design exploration strategy. It is based on an intricate interplay between
a generator-inquisitor pair that works in tandem to garner insights and
learn to generate deep neural network architectures. The resulting
network architecture called COVIDNET was firstly trained on ImageNet
dataset and then retrained on 13800 chest x-rays (out of which only 183
were COVID-19 positive). Similarly [15], proposed a two-stage approach
for classification of COVID-19 patient from CXR. In the first stage, lungs
and heart contours were extracted from the CXR patches; this was fed to
the second stage where classification was performed. Their method
achieved 88.9% accuracy and 96.4% sensitivity.

It should be noted that models trained with imbalanced data are
usually biased toward the class with larger training examples. Further-
more, it can be argued that the models presented in Refs. [12–14] suf-
fered from overfitting owing to the scanty volume of datasets; thus,
testing and validation of the model were limited. When these models are
deployed in real-world applications, they may perform poorly. At this
point, we should ask howwe can overcome the class imbalance problem?
In the following subsection, we provided a brief review of methods for
overcoming class imbalance as found in the literature.

2.1. Methods for overcoming class imbalance

Development of a CAD system for diagnosis of new diseases (such as
COVID-19) is one of the areas that suffers from class imbalance. Class
imbalance reflects the prevalence of the disease in the study population,
where we see that there are a lot more examples of negative cases than
positive cases.

Class imbalance is a challenge to deep learning model and results in
over-classification of majority group. Consequently, the minority group is
often misclassified as belonging to the majority group. In binary classi-
fication, this misclassification could not be noticed from the model’s
accuracy but by observing the sensitivity and specificity of the model.
Popular techniques for handling class imbalance include the following:
random minority oversampling, random majority undersampling, and
3

cost-sensitive learning [16].
Minority Oversampling: In its basic form, this technique randomly

samples data fromminority class and duplicate them in the dataset. It has
been shown that this technique does not prevent overfitting [17]. Hence,
several variations to this basic idea have been reported, such as
cluster-based oversampling [18] which first clusters the dataset then
over-sample each cluster separately. DataBoost-IM [19] first identifies
difficult samples with boosting preprocessing and then generates syn-
thetic images from these samples.

Majority Undersampling: In contrast to minority oversampling, sam-
ples from the majority class are randomly removed until a balance is
attained [20]. Intuitively, this method is preferred to oversampling and
often results in superior performance [21]. However, a good number of
samples with relevant learnable information are discarded. When the
dataset is too small (such as in Refs. [12,13]), this is not a desirable
method.

Cost-Sensitive Learning: The majority class in a class-imbalanced
dataset contributes more to the loss than the minority class. Conse-
quently, the model learns more from the majority class than from the
minority class. In cost-sensitive learning, the solution is to modify the loss
function to weigh the majority class differently from the minority class.
The weight is selected to amplify the contribution of the minority class to
the loss; it eventually forces the model to learn from this class and the
majority class. Techniques used for selecting the weight of minority/
majority class include re-balancing, base rate by Bayesian learning, base
rate by decision tree growing, decision tree pruning etc. [22].

2.2. Method for overcoming overfitting

Class imbalance affects the learning process and training accuracy,
while overfitting affects our trust in the model. A model that overfits fail
when deployed in a real-world application. How can we circumvent
overfitting to achieve a good generalisation? One method is to train with
large sets of training examples, which is limited and often unavailable at
the moment for COVID-19 infections. Other approaches suggested in
literature include data augmentation [23] and regularisation methods
[24]. Data augmentation describes methods of increasing the size and
diversity of datasets used to train machine learning models to achieve
better generalisation [23]. These methods include random cropping,
random intensity shift, horizontal and vertical flips, random rotation,
centre-cropping, zooming, and random patches. In applying augmenta-
tion techniques, authors in Ref. [25] trained a deep learning model with
1531 images out of which only 100 images were COVID-19 positive.
Nevertheless, they achieved an accuracy of 96% and 70.65% sensitivity.
This result demonstrates that their model was less sensitive to COVID-19
symptomatic features, which stems from data imbalance on model
performance.

On the other hand, Regularisation, refers to techniques that make
slight modifications to the learning algorithm such that the model gen-
eralises better. Which, in turn, improves the model’s performance on the
unseen dataset. Regularisation can be achieved by optimal selection of
hyperparameters such as learning rates, weight decay, batch-size, and
dropout [26]. As shown in Refs. [24,27], various forms of regularisation
(i.e. choice of hyperparameters) must be balanced per dataset and ar-
chitecture to obtain good generalisations and to achieve faster training
processes.

2.3. Memory-efficient deep learning approaches

In addition to preventing overfitting in deep learning model used for
classification of COVID-19, it is desirable to design a memory- and
computation-efficient models which can run on low computational re-
sources such as mobile phone or embedded system such as raspberry pi.
Approaches such as quantisation, pruning and mixed-precision training
are considered herewith.
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Model Pruning: this introduces sparsity into deep CNN weight
connection by removing some redundant parameters in the network.
Intuitively, deep CNN’s have huge parameter; some of these parameters
contribute little or nothing to the accuracy of the model, thus removing
these redundant parameter does not affect model accuracy rather it re-
duces the model’s memory demands [28]. Pruning approaches include
weight pruning, neuron pruning, filter pruning and layer pruning [29,
30]. A combination of pruning and quantisation is presented in Ref. [31].

Quantisation: training deep neural network involves an iterative pro-
cess with the following primary operations at each mini-batch: the for-
ward propagation, the backward propagation, weight gradient
computation, and loss optimisation. These operations are carried out
using IEEE 754 single-precision floating-point numbers (FP32). The
memory requirement of a deep CNN can be significantly reduced by
reducing the number of bits used in these operations. Quantisation aims
at reducing the number of bits used to represent the weights and acti-
vations of deep learning models. The idea of training neural networks
with binary weights was proposed in Ref. [32]. In Ref. [33], weights and
activations are quantised using 2, 4 and 6 bits; however, the gradient was
estimated using FP32. Notwithstanding, quantisation leads to loss of
accuracy due to the limited precision used for storing the network’s
weights and activations.

Mixed-precision training: Although quantisation uses a reduced num-
ber of bits to store weights and activations, the loss is calculated in FP32.
In mixed-precision training, all tensors and arithmetic computation for
both forward and backward passes used IEEE 754 half-precision floating-
point numbers (FP16). More on this in section 3.3.

2.4. Model interpretation

Interpreting deep learning models is pertinent to its wide acceptance,
especially in the medical field [34]. It provides a mechanism for assessing
the trustworthiness of a model and enhances human-machine interac-
tion. We present a brief review visualisation and model interpretation as
found in the literature herewith.

Visualising deep learning models has been drawing research attention
following the work in Ref. [10], which provides clues to what a deep CNN
learns in each layer of the network. Authors in Refs. [35,36] extended
this by developing methods for visualising CNN prediction by high-
lighting ‘important pixels’ that contribute to the model’s prediction.
Rather than highlighting pixels [37], proposed class activation mapping
(CAM) for identifying discriminative regions used for interpreting a
restricted class of classification task. However [34], provided a mecha-
nism for interpreting the existing state-of-the-art deep models without
altering their architecture.

In summary, COVID-19 symptoms can be detected from chest x-ray
despite scantily available datasets by using transfer learning. Too few
training datasets may cause the model to overfit; besides, data imbalance
biases the model toward the class with larger training data. To prevent
the model from overfitting, data augmentation and regularisation tech-
niques are used as suggested in the literature. In the next section, a
method that performs automatic and efficient hyperparameter tuning is
presented. This method will be implemented using a computational and
memory-efficient technique.

3. Methodology

In this section, we present a data- and computational-efficient method
of fine-tuning deep learning models that results in improved accuracy
and better generalisation. We begin by presenting a layer-wise fine-
tuning process optimised for faster loss convergence. The whole process
was implemented using memory and computational-efficient mixed-
precision training technique.
4

3.1. Discriminative fine-tuning approach to transfer learning

Transfer learning is the reuse of a previously trained model on a new
problem. It is realised by retraining layers of the base model with training
data from the new problem domain. The process of retraining the base
model involves two steps: modifying the base model’s architecture to
suite the classification or regression problem at hand, and re-training the
model. Architecture modification is realised by replacing the output layer
of the model with a new layer that outputs the desired number of outputs
for the regression problem or desired number of classes in the multiclass
or binary classification problem. Subsequently, the weight of the base
model is loaded. The model can then be re-trained in the following
modes: (i) as a feature extractor, where only the newly added output
layer is trained, while other layers retain their default weights [38]; (ii)
in a gradual unfreezing mode, where several of the last layers of the base
model are retrained while leaving other layers frozen [39]; and (iii) a
fine-tuning mode, where the entire base network is retrained as well as
the newly added output layer [40]. A method for optimal fine-tuning is
presented here.

The goal of the learning (fine-tuning) process is to minimise the
objective function [41] given by:

JðθÞ ¼ 1
N

XN
i¼1

LðFðxi; θÞ; yi Þ þ λΩðθÞ (1)

where F(xi,θ) is the network output (prediction) given input, xi and
network parameters, θ. yi is the training label, N is the number of training
samples in the dataset. Ω(θ) is the regularisation function that penalises
the weight gradient from becoming too large or too small and λ controls
this penalty’s strength. L(⋅) is the loss function that measures the devia-
tion of the network’s predictions from the ground-truth labels.

Using the stochastic gradient descent (SGD) method [41] as an opti-
miser, the parameter update is obtained as:

θtþ1 ¼ θt � α
dJðθtÞ
dθt

(2)

where α is the learning rate. Equation (2) uses a single learning rate to
adjust network parameters throughout the training episode. It has been
shown in Ref. [11] that different layers of deep CNN often capture
different features, which range from general to task-specific features.
Furthermore, since each layer learns different features, it follows that
each layer of the network has its local objective, which enables it to learn
the right feature. In transfer learning, the base model has been trained to
recognise the general features learnt by earlier layers of the network
because they are common in images, and are transferable to new tasks.
Hence, the network parameters in these layers need not be rigorously
updated compared to other layers. To take advantage of this, we break
(1) and (2) into layers. This shows that each layer has its local objective
function J(θl) updated by the parameters in the layer θl. Hence, the
modified (1) and (2) for each layer is given by:

J
�
θl
�¼ 1

N

XN
i¼1

L
�
F
�
xi; θl

�
; yi

�þ 1
2
λΩ

�
θl
�

(3)

and

θltþ1 ¼ θlt � αldJ
�
θlt
�

dθlt
: (4)

Further, since each layer minimises its objective function, it follows
that each layer’s parameter update can be tuned with different learning
rates as shown in (4). The earlier layers are tuned with small learning
rates while other layers (mostly, the last layer) are updated using larger
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learning rates to speedup network convergence (see result section for
evidence of this significant speedup in network convergence). Equation
(4) mathematically represents the concept of discriminative fine-tuning
(DFT), where θt

l defines network parameters at layer l; these parame-
ters are updated using layer-specific learning rate αl.

It should be noted that DFT works well with all optimisers (not just
SGD) and it does not affect the backpropagation of error. However,
whereas backpropagation uses a constant learning rate for all layers of
the network, DFT supplies dynamic learning rate to the backpropagation
for parameter update. Consequently, all the desired qualities of optimiser
of choice and the backpropagation algorithm are preserved.

In the following section, we discuss how this layer-specific learning
rate is assigned to speedup network convergence without being stuck in
saddle points.
3.2. Cyclical momentum and learning rate in discriminative fine-tuning

The optimal selection of learning rate is critical in DFT to facilitate the
learning process. It should be noted that other hyperparameters such as
momentum, dropout rate, weight decay and batch-size also affect the
convergence of the loss function. Wrong selection of these hyper-
parameters (either too high or too low) can cause the algorithm to
diverge significantly or progress slowly.

Methods of optimal selection of hyperparameters reported in the
literature include grid search, random search [42], Bayesian optimisation
in different forms [43,44], orthogonal array tuning [45] and cyclical
learning rate (CLR) [24].

In this paper, we extended the concept of CLR introduced in Ref. [24]
to select the learning rate and momentum. CLR begins with a learning
rate (αmin) and rapidly increases its value using equation (5) to αmax for
some iterations. When it reaches αmax, it then gradually reduces the
learning rate again using (5) to αmin [24]. This approach follows from
Ref. [46] wherein it was observed that high dimensional loss functions
have negligible local minimal but are more likely to suffer from saddle
points. Saddle points have insignificant gradients, which make learning
to progress slowly and make it challenging to reach the global optimum.
By rapidly traversing the saddle point plateau with high learning rate, the
network converges faster. The learning rate can be obtained as.

αt ¼ αmin þ αmax � αmin

αmin
t (5)

wheret 2
�
1; N

batch size

�
is the iteration number in an epoch. Our objective

is to vary the learning rate for each layer, whereas CLR varies the learning
rate for each iteration. We combine these ideas in equation (6) and show
parameter update with a layer-specific learning rate that changes per
iteration t to accelerate training and avoid saddle points.

θltþ1 ¼ θlt � αl
tþ1

dJ
�
θlt
�

dθlt
(6)

Then, in addition to the learning rate, the momentum parameter also
contributes to the rapid convergence of the training algorithm. Hence,
with further modifications, using SGD with momentum, we extend this
idea to include layer-specific momentum as well as a momentum
parameter that changes per iteration as follows:

vltþ1 ¼ml
tþ1v

l
t � αl

tþ1

dJ
�
θlt
�

dθlt
(7)

θltþ1 ¼ θlt þ vlt (8)

where vltþ1 is the velocity of the moving average gradient, ml
tþ1 is the

momentum andαltþ1 is the learning rate of the current iteration tþ1 in
layer l.
5

To summarise, DFT is a fine-tuning technique that selects different
learning rates to update the parameters in each layer of the network. To
speed up convergence and avoid being stuck in saddle point plateau, each
iteration in the training epoch is selected to quickly increase the learning
rate and momentum to take quicker strides from the plateau thus
avoiding divergence of loss. The pseudocode of the DFT process is pre-
sented in Algorithm 1. Next, we show how this optimisation can be
performed faster and with less memory usage.

3.3. Mixed-precision training

Training deep neural networks require high processing power and
large memory capacity. This high demand results from the use of 32-bit
IEEE.

Algorithm 1. Discriminative Fine-tuning Algorithms.

754 single-precision floating-point (FP32) which is the mainstay for
deep learning training. Graphics processing units (GPUs) of different
memory capacities have been used to speed up training time, which re-
sults in higher power consumption rates and incurs additional monetary
cost. Recently, the use of 16-bit IEEE 754 half-precision floating-point
(FP16) for training deep neural networks has been a topic of interest.
Half-precision floating-point computation can attain 2 to 8 times speedup
of training compared to single-precision [47].

The half-precision training reduces the number of mantissas from 23
in single-precision to 10, thus resulting in the loss of accuracy of the
model. To address this problem, mixed-precision training (MPT) is pro-
posed. According to Ref. [48], mixed-precision training involves three
stages: (1) a master-copy of weights and weight-updates are maintained
in FP32 to retain the accuracy of the network, (2) In each iteration, an
FP16 copy of the weight is used for forward- and backward-propagation
to store parameters as well as activations, thus, reducing by half the
memory required during training, (3) In avoiding memory overflow and
accurate representation of gradient values, the loss is log-scaled with
small magnitude.

Recall that neural network training is an iterative process with the
following primary operations at each mini-batch: the forward
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propagation, the backward propagation, weight gradient computation,
and loss optimisation. Therefore, instead of computing these operations
using traditional single-precision, mixed-precision training is imple-
mented for the fine-tuning process (see Fig. 2 for the modified imple-
mentation of mixed-precision training).
Fig. 3. Residual Block [49].

Fig. 4. Connection of a typical densenet [50].
3.4. CNN model architecture

Two deep learning models were fine-tuned to test our hypotheses –
i.e. the selection of learning rates using the modified CLR technique to
train the DFT with mixed-precision prevents overfitting, improves
convergence, and speeds up training time. ResNet [49] and DenseNet
[50] were adopted due to their large number of parameters and improved
performance in ILSVRC.

Resnet152 is a 152-layer deep network that surpasses human-level
performance in the 2015 ILSVRC with 3.57% top-5 error rate. Deeper
networks like this have been shown to perform substantially better than
shallower counterparts [51]. However, deeper networks are more prone
to vanishing gradient problems, making them difficult to train [49]. This
problem was addressed by the implementation of Residual Block in
ResNet (see Fig. 3). The Residual block modelled in equation (9) creates a
connection between the output of a convolutional layer and the earlier
input to the layer using identity mapping [49]. Thus, the activation of a
Residual block is given as:

al ¼Hðal�1Þ þ al�1; (9)

where al is the activation of layer l, H(⋅) is a nonlinear convolutional
transformation of the layer and al�1 is the activation of previous layer l�
1. The skip connection of (9) enables more layers to be stacked on each
other resulting in a remarkably deep network.

DenseNet169 [50] is a 169-layer network with 14 million parame-
ters, which can easily overfit on small data. This model is deeper; hence,
it achieves higher performance than the ResNet152 on ImageNet dataset
due to its dense block. The dense block implements a connection that
allows a layer to be connected to all layers before it within the network
Fig. 2. Summary of Mixed-precision training implementation for one layer.
Arrows show the precision used to implement each operation. Both FP16 and
FP32 are used for weight update.
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[50] (see Fig. 4). That is, layer l receives feature activations from all its
preceding l � 1 layers as follows:

al ¼ Tð½a0; a1;…aðl�1Þ�Þ; (10)

where a is the activation of the lth layer, [a0,a1, … a(l�1)] is a concate-
nation of all the previous layer activations, which can be seen as a form of
collective information gathered by the network up to that layer l�1. T(⋅)
is a nonlinear transformation function that maps the concatenated acti-
vation to the activation of layer l.

Hence, these deep networks with huge parameters are the candidate
choice to observe the performance of our fine-tuning algorithm and the
mixed-precision training.

In this section, fine-tuning deep learning models using few compu-
tational resources without loss of accuracy and generalisation have been
presented. This method leverages on DFT trained using mixed-precision
training. Also, we presented the deep learning models which will be used
to evaluate the method. In the next section, an experimental setup to test
the efficiency of this method is presented.

4. Experimental setup

In this section, we discuss the experiment constructed to test the DFT
presented in section 3. First, we present the COVID-19 CXR dataset, then
we present data augmentation techniques implemented. The section ends
with an overview of the experiments.
4.1. Dataset

Two CXR datasets from two different sources were used in this work.
For clarity, we denote them as DA, dataset A and DB, dataset B. DA was
used for training and validation while DB was used for testing the model.

The DA was primarily obtained from the GitHub repository of Dr



Fig. 5. Distribution of cases found in the dataset [52].
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Joseph Cohen [52]. As at the time we accessed it, the repository con-
tained chest x-ray of 339 patients, out of which 258 were tested positive
for COVID-19 (see Fig. 5 for dataset distribution).

In this work, we focused on a binary classification of COVID-19 cases
from chest x-ray images; however, it was observed that the data is mostly
biased toward positive cases. Also, we observed that data imbalance
contributes largely to the poor performance of the deep learning model
developed thus far (see Section 2). Hence, we complemented the nega-
tive cases by randomly selecting chest x-ray of pneumonia from Kaggle,2

and Tuberculosis chest x-ray from Montgomery County X-ray3 set to
obtain a balanced number of training examples from both positive and
negative classes. Overall, DA dataset contains 516 chest x-rays of
balanced classes – 258 in each class. 70% of this dataset was then used for
training, while the remaining 30% was used for validation.

On the other hand, DB was obtained from COVID-19 radiography
database on Kaggle.4 The dataset contains 219 COVID-19 positive images
with 1341 normal and 1345 viral pneumonia images [53]. For our
use-case, 100 images were randomly selected from COVID-19 and normal
images, respectively; a total of 200 images to form a balanced test set.
Hence, DB contains 200 test images that were used to show how well the
model generalizes to an unseen dataset and proves that the model is not
biased to any class.
Table 1
Table of parameters for the augmentation pre-processes.

Data Augmentation Parameter Value(s)
4.2. Data augmentation

As noted in section 2, when the deep model is trained with too few
data it suffers from overfitting, despite transfer learning. To guide against
overfitting, data augmentation and regularisation techniques were
employed. Regularisation, which involves the use of optimal hyper-
parameters, has been designed in section 3.

However, in our previous work [23], we showed that improved
performance could be achieved with carefully augmented datasets.
Hence, the augmentation techniques developed in Ref. [23] was com-
bined with regularisation techniques discussed in section 3. Data
augmentation can be realised at run-time, during training, or at the
pre-processing level before training commences. Data augmentation
during training is implemented in most popular deep learning
2 https://www.kaggle.com/paultimothymooney/chest-xray-pneumonia.
3 http://openi.nlm.nih.gov/imgs/collections/NLM-MontgomeryCXRSet.zip.
4 https://www.kaggle.com/tawsifurrahman/covid19-radiography-database.
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frameworks such as PyTorch, Tensorflow, Theano etc.
Data augmentation at the pre-processing level is implemented in

Ref. [23]. The advantage of this includes the following: it supports visual
inspection, editing and cleaning of the newly added augmented images; it
limits the number of call-backs during training, thus, speeding up the
training process; finally, it allows further augmentation to be carried out
during training if it is so desired.

The parameters for the augmentation pre-processes are presented in
Table 1 and samples of the augmented images are shown in Fig. 6. After
dividing the dataset from the GitHub repository of Dr Joseph Cohen into
training and validation set. The augmentation transformations were
applied on each set and the resulting images were saved to disk for visual
inspection and cleaning of inappropriate transformed images as well as
repeated images. Meanwhile, no data augmentation was performed on
the dataset from Kaggle which was used for testing the model.
4.3. Overview of the experiments

Discriminative fine-tuning starts by selecting a learning rate for each
layer of the network using equation (5). This learning rate was used for
CLR as well as layer-wise learning rates. This learning rate choice was
accomplished by running a single epoch trial experiment using different
learning rates and observing how the loss function increases or decreases
during this epoch. Fig. 7 presents the result of this trial experiment ob-
tained for ResNet; a similar graph is obtained for DenseNet. The learning
rate selected is within the range where the slope of the loss function
reduces sharply. From Fig. 7, this range is taken from 1e�3 to 1e�1; hence
αmax is 1e�1 while αmin is 1e�3. A similar experiment was conducted for
DenseNet and the αmax was selected to be 1e�2, αmin was 1e�4. These
learning rates (αmin and αmax) were plunged into equation (5) to vary the
learning rate for each layer of the network, which was then used for
parameter update of equation (6). The momentum was chosen in the
range 0.8–0.99 for ResNet and 0.79 to 0.9 for DenseNet.

The learning rates (αmin and αmax) and the momentum (mmin and
mmax) serves as input to the Algorithm 1 for the DFT experiment; this
experiment was performed for ResNet as well as DenseNet with Adam
optimiser and a constant L2 weight-decay of 0.01. The results of these
experiments were presented in the next section.

5. Results and discussions

The results obtained from our experiments are presented and dis-
cussed in this section. MPT was shown to reduce computational demands
of the algorithm, allowing the use of larger batch-size and higher reso-
lution. In addition, DFT was shown to speed-up the training time, so that
the best accuracy was achieved within 20 epochs. Using the validation
and test results, we proved that the model generalises to unseen data.
Then validation accuracy was compared to those reported in the litera-
ture. Furthermore, reliability and usability tests were conducted to prove
that the model is readily useable to aid radiologists in triaging COVID-19
patients.

The augmentation experiment was carried out using Python and
OpenCV library while the CNN training and benchmarking was done
using PyTorch deep learning framework on a Lenovo Y520 computer
with Nvidia GTX 1050Ti 4 GB GPU memory. Implementing mixed-
precision allowed us to use a larger batch-size (64) and higher image
Rotation Rotation angle � [5,10,15]
Gaussian Blurring Kernel size 3
Random Zoom Scale 1.3
Random Lighting Intensity 1.4
Random Warp (Affine) Magnitude 0.4

https://www.kaggle.com/paultimothymooney/chest-xray-pneumonia
http://openi.nlm.nih.gov/imgs/collections/NLM-MontgomeryCXRSet.zip
https://www.kaggle.com/tawsifurrahman/covid19-radiography-database


Fig. 6. Samples of augmented images.

Fig. 7. Finding the optimum learning rate that best optimises the loss function.
The Graph shows the variation of training loss with learning rate.
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resolution (400 � 400) against using single-precision training (with
batch-size of 8 and resolution of 224 � 224). DFT and mixed-precision
training resulted in a speed-up of network convergence; hence, we ran
the model for just 20 epochs, and the validation results of the models
with and without data augmentation are presented in Table 2.

From the results in Table 2, it can be observed that both ResNet and
Table 2
Validation results of discriminative fine-tuning.

Accuracy%

DenseNet 94.17
ResNet 94.17
ResNet þ augmentation 95.43
DenseNet þ augmentation 96.83
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DenseNet were not overfitting the small data owing to the use of the DFT
technique. These results were improved by implementing augmentation
techniques discussed in section 4.2 and the highest validation accuracy of
96.83% was recorded. In addition, we benchmarked our result against
the traditional transfer learning method, and the result is presented in
Table 3. The traditional method was trained using similar training
hyperparameters with the DFT method except a constant learning rate
and momentum of 1e�3 and 0.99 respectively for ResNet. The learning
rate and momentum were set to 1e�4 and 0.9 respectively for DenseNet.
Table 3 shows that it took longer training epochs and time to achieve the
best accuracy from each model compared to our method. While it took
approximately 30 min to complete one epoch in the traditional transfer
learning method and about 100 epochs to attain the best result, it took
approximately 14min to complete one epoch and 20 epochs to attain best
result using DFT. Furthermore, these results compared well to those re-
ported in the literature – see Table 4. The model correctly classifies 196
out of 200 images on the test dataset, which accounts for 97% test ac-
curacy. This test result is as good as the benchmark training accuracy
reported in Ref. [53] without training our model on this dataset.

Why did the model not overfit our small dataset? Recall, regularisa-
tion refers to techniques that make slight modifications to the learning
algorithm to enhance better generalisation of the model to unseen data.
Also, regularisation can be seen as different knobs to fine-tune deep CNN
to facilitate the effective learning process. A model’s generalisation re-
flects its training process; an effective learning process guarantees good
performance on unseen data.
Table 3
Performance Comparison of DFT with traditional Transfer learning method.

Model Accuracy (%) No of Epoch Time (Hr)

ResNet 92.28 104 52
DenseNet 92.85 98 49
ResNet þ DFT 95.43 20 5
DenseNet þ DFT 96.83 20 4.67



Table 4
Performance comparison of our result with those reported.

Reference No of COVID-19 Accuracy (%) Sensitivity Specificity

[1] 28 83.5 87.1 97.0
[25] 70 – 90.0 87.84
[15] 180 88.9 – 96.4
[54] 6 90 .0 83.3 80.0
Our Model 256 96.83 96.26 95.54

Fig. 8. DenseNet’s Confusion Matrix showing the TP, FN, TN and FP.

Table 5
Reliability result of the models.

Sensitivity (%) Specificity (%)

ResNet 95.65 75.44
DenseNet 95.65 92.98
ResNet þ augmentation 94.39 93.75
DenseNet þ augmentation 96.26 95.54
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DFT technique provides flexibility and dynamic method of assigning
network’s hyperparameters which hitherto are constrained throughout
the learning process. In the DFT technique, we selected different learning
rate for each layer of the network to ensure optimal fine-tuning of the
layer’s parameter. This learning rate, as well as the momentum, are
increased or reduced per iteration to ensure that the loss is not stuck in
saddle point, which would hamper gradient flow, hence the learning
process. This dynamic configuration positively enhances the learning
algorithm and facilitate rapid convergence of the loss function, thus
better generalisation to unseen data is observed.

Most regularisation techniques either penalise network parameters to
limit the capacity of the model, constrain optimisation from diverging,
enforce sparse representation of the model’s activation or enforce early
stopping. On the other hand, DFT is compatible and can be used along
with other regularisation techniques such as parameter norm penalties
(L1 or L2), drop out, early stopping and data augmentation. Furthermore,
many of these techniques impose severe constrain on model architecture
or parameters; DFT allows parameters to be more flexible and dynamic.
All these make DFT a better regularisation technique than others;
therefore, it can prevent deep CNN from overfitting as seen from the
small dataset utilised in this work.
5.1. Reliability analysis

In developing a CAD system, it is desirable to show the reliability of
the model in detecting or screening the disease for which it was designed.
The model reliability is defined in terms of its sensitivity and specificity
metrics, which are mathematically expressed as:

Sensitivity¼ TP
TPþ FN

(11)

Specificity¼ TN
TPþ FP

(12)

where TP (true positive) is the number of cases of COVID-19 that were
correctly classified, FN (false negative) is the number of cases that were
falsely reported as COVID-19, TN (true negative) is the number of cases
that was correctly flagged as COVID-19 negative. In contrast, FP (false
positive) is the number of cases reported as COVID-19 negative, whereas
the patient was positive with the virus. The confusion matrix of DenseNet
with data augmentation is shown in Fig. 8. Also, Table 5 shows the
sensitivity and specificity of each model, with and without data
augmentation.

The high sensitivity (also known as the true positive rate) is a measure
of how often the model correctly classifies a positive COVID-19 case as
positive. It means that the model will not confuse a positive case for a
negative case.

This high sensitivity is essential; a positive person can infect many
healthy individuals; hence, all infected persons must be correctly iden-
tified. On the other hand, high specificity measures how often the model
correctly identifies negative COVID-19 cases. High specificity is equally
essential so as not to create unnecessary fear in the population. As shown
in Fig. 8, DenseNet correctly identifies 103 COVID-19 cases out of 108
and 107 negative cases out of 111. Hence, we can say the model is very
reliable in identifying COVID-19 cases as well as negative patients.

Finally, it has been shown that a model that confidently predicts (with
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high probability) a wrong class label should not be deployed in real-
world applications [55]. Thus, we observed the wrongly classified la-
bels by the.

Model, as shown in Fig. 9. The figure shows the model’s predicted
class, the actual ground-truth class, the loss for wrongly classifying the
image, and the model’s prediction probability of the actual class for each
image displayed. From the figure, a high loss means the model confi-
dently predicts a wrong class, whereas lower loss means the model’s
prediction is quite close to the actual ground-truth prediction. In binary
classification, model prediction probability is by and the probability of
belonging to the other class is 1 � by (this is the probability referred to in
Fig. 9). A low probability with high loss means the model wrongly
classifies the image with high confidence (since 1 � by is high). In
contrast, a high probability in the figure means the model wrongly
classifies the image with lower confidence. It should be further noted that
the images in Fig. 9 are arranged in order of most confused images – i.e.,
the top left image is the most confused (i.e., images the model find
difficult to classify). Fig. 9 shows that the loss associated with wrongly
classified images are relatively small (0.76), which means they are not
predicted with high confidence. Additionally, it can be verified from the
figure that the model is not biased towards a particular class.
5.2. Usability analysis

We explored the question of how clinically useful this model will be.
Many deep learning models have failed to achieve broad acceptance
because they are seen as a black box, and critical decisions such as
medical diagnosis must be subjected to rigorous scrutiny [56]. Validation
accuracy, sensitivity, and specificity describe the reliability of the model,
this section deals with usability analysis.

Although the models presented here achieved high validation accu-
racy, specificity, and sensitivity; these results may not guarantee the
usability of these models in real-world applications. This is because these



Fig. 9. Model’s top confused images. Each Image has the predicted class by the model, actual class it belonged to, the loss for wrongly classifying the image, and the
model’s prediction probability of the actual class (i.e. the probability when the output is the actual class). It should be noted that the images are arranged in the order
of most confused – with the top left image as the most confusing image.

Fig. 10. Visualisation of model detection output using Gradient Activation Map.
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models are designed to aid radiologists and clinicians in screening chest
x-rays scans. Therefore, merely presenting the result as positives or
negatives without intuitive justification will not foster the radiologists’
trust, limiting widespread acceptance. The radiologists will see a model’s
performance in terms of its ability to give visual clues to screening chest
x-ray, not often in terms of accuracy, specificity, or sensitivity. This is in
line with [57], wherein it was noted that the success of deep learning
models does not solely rely on its accuracy. Hence, for successful
deployment, results should be interpretable in the context of the radi-
ologist (users) – by providing a visual clue to the diagnosis of screening
results.

We visualised the result of the model using the gradient-weighted
class activation map (Grad-CAM) [34]. Grad-CAM uses gradients that
flow to the final convolutional layer of the network to produce a form of a
localisation heat map showing important neurons responsible for the
model decision. This means, by observing the Grad-CAM output, the
radiologist can intuitively understand why the model makes a particular
decision. Further, Grad-CAM can be used to select a superior model in
terms of usability, not just reliability.

As earlier stated, the SARS-CoV-2 virus affects the epithelial cells that
line the lungs; further clinical studies show the affected regions of the
lungs are the right middle zone, right lower zone and left upper zone
[58]. In addition, the presence of opacity in the trachea is suggested as a
sign of dry cough in COVID-19 patients and could be used to monitor the
recovery progress of a patient [4]. The output activation map of our
model visualised through Grad-CAM technique in Fig. 10. The upper
right image highlights the ground glass opacity in the lower region of the
right lung, similar to clinical findings in Ref. [59] as shown by the arrows.
Similarly, the lower right image highlights the ground glass opacity in the
lower right lungs as well as trachea region in agreement with the clinical
findings reported in Ref. [60]. Hence, this model can aid the radiologist
in diagnosing COVID-19 by accurately predicting an infected patient. In
addition, this model can provide useful insights about lungs changes
which can then be helpful during the treatment process. Thus, we can
conclude that the model is as useable as it is reliable.
10
6. Conclusion

An automatic method for optimal hyperparameter selection has been
presented in this article. We have investigated discriminative fine-tuning,
which dynamically assigns different learning rate to each layer of the
network to ensure optimal fine-tuning of the layer’s parameter. The
learning rate, and momentum keep changing in each iteration to over-
come being stuck in saddle point, which would hamper gradient flow
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and, consequently, the learning process. This dynamic tuning of hyper-
parameter ensured rapid convergence of the loss function. Furthermore,
DFT serves as a regulariser for the network, combined with other regu-
larisation techniques such as weight decay, drop out and data augmen-
tation, it produces better generalisation to unseen data. We also proposed
using mixed-precision training, whichmakes efficient use of memory and
guarantees faster computations. Our propositions serve a dual purpose of
regularisation and faster convergence; hence, the models presented in
this article converge within 20 training epochs. Our method achieves
good performance without overfitting the data; besides, this was realised
within a few training epochs. ResNet and DenseNet achieved the highest
accuracy of 95.43% and 96.83%, respectively, on the validation set, 97%
accuracy on the test set. The sensitivity and specificity for ResNet on
validation set are 94.39% and 93.75%, respectively; similarly, DenseNet
achieved 96.26% and 95.54% sensitivity and specificity, respectively.

In addition to correctly classifying CXRs and visualising its activation
map, our model also identified potential challenging areas in the CXR,
which corresponds to those reported in the literature. Therefore, we
present this model as a COVID-19 computer-aided diagnostic tool that
can also monitor a patient’s lung changes during the treatment process.
We have also reduced the computational burden of deep learning models
via the mixed-precision training. Hence, this model can run on a low
specification computer commonly found in the hospitals. This work will
further be extended by designing a Graphical User Interface that will
accept an incoming CXR and classify such as appropriate while providing
visual clues to the Clinician. The entire system will be integrated into the
hospital management system at the Nizamiye Hospital (Nile University of
Nigeria’s Teaching Hospital) and subjected to live testing while
comparing results with manual diagnosis by Radiologists and Clinicians
at the Medical centre. The authors believe that a successful testing will
aid the diagnosis of COVID-19 in developing countries, especially with
the second wave of the disease. Furthermore, the model can be re-trained
to classify other lung infection and any other Severe Acute Respiratory
Syndrome (SARS) mutations.
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