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Abstract
In present modern era, the outbreak of COVID-19 pandemic has created informational crisis. The public sentiments col-
lected from different reflexions (hashtags, comments, tweets, posts of twitter) are measured accordingly, ensuring different 
policy decisions and messaging are incorporated. The implementation demonstrates intuition in to the advancement of fear 
sentiment eventually as COVID-19 approaches maximum levels in the world, by making use of detailed textual analysis with 
the help of required text data visualization. In addition, technical outline of machine learning stratification approaches are 
provided in the frame of text analytics, and comparing their efficiency in stratifying coronavirus tweets of different lengths. 
Using Naïve Bayes method, 91% accuracy is achieved for short tweets and using logistic regression classification method, 
74% accuracy is achieved for short tweets.
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Introduction

The outbreak of the coronavirus disease (COVID-19) was 
first reported at Wuhan, China, 31 December 2019. In this 
paper, we collected tweets from twitter during from Febru-
ary 2020 to July 2020 to analyse sentiments of people about 
COVID-19. This analysis determines how the pandemic 
has created detrimental impact like fear, terror, anxiety and 
stress amidst people. The censorious issues discussed in this 

paper are (i) leverage of twitter data precisely tweet for senti-
ment analysis. (ii) community sentiment correlated through 
the advancement of virus and COVID-19. (iii) detailed tex-
tual analysis and information visualization. (iv) collation of 
text stratification procedure used in machine learning. In 
current pandemic scenario because of the geometric growth 
of virus and COVID-19 infections, there is vigorous demand 
for determining effective analytic methods in formulating the 
informational crisis and advancement of public sentiment. 
Recent pivotal facet of COVID-19 management and revi-
talization of economic strategy was identified by McKinsey 
[1]. Certain critical elements like information management, 
monitoring and data splashboards are emphasized in indus-
try oriented report.

Research and application development includes rapid 
development in the harnessing of natural language pro-
cessing, use of textual analytics and artificial intelligence 
techniques. The recent most NLP mechanisms are also 
vulnerable to adversarial text—this was demonstrated by 
scientists at CSAIL, MIT (Computer Science and Arti-
ficial Intelligence Laboratory, Massachusetts Institute 
of Technology) [2]. This necessitates the recognition of 
intimate constraints of text stratification techniques and 
significant machine learning algorithms. The stratifica-
tion techniques support the principle of “Whole is greater 
than sum of its parts” in recreating artificial intelligence 
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guided perception from social human conveyance. Study 
of e-markets depicted the effect of information crisis on 
human behaviour along with machine learning modelling 
[3].

The underlying core data for all tweet information 
analysis, COVID-19 sentiment curve in Fig. 1 shows the 
availability of community tweet information, intention-
ally pulled down for the purpose of the current research 
study. The x-axis shows the date from February 2020 to 
July 2020 on which our study focuses. The y-axis shows 
scale of mapping of tweets. The curve represents the fear 
sentiments expressed in twitter API was almost zero in the 
month of February and it grew exponentially by the month 
of July 2020. The immense elevation in public reliance on 
social media has created an urge in the growth of artificial 
intelligence methods rather than conventional news agents 
[4–6]. People convey their opinion, moods, and activities 
on public network about several social areas like cultural 
dynamics, natural hazards health, and social trends owing 
to network effects, individual connectivity, confined costs 
and fast access [7].

In this paper, we put forward the text analysis of twitter 
information to recognize community sentiment, especially 
by investigating progression of anxiety connected with the 
speedy outspread of coronavirus infections and reopening 
of the economy. So we use machine learning algorithms 
for detection of sentiment, keyword association, world 
economy and slew for disaster scenario corresponding to 
the present COVID-19 sensational situation.

Basically fetching of the data from Twitter, cleansing 
the data and formatting the wordcloud forms the three 
prime phases in the context of synthesizing the wordcloud. 
The fetching of the data from Twitter includes down-
loading tweet history for users which constituted around 
1890 recent tweets along with metadata for each tweet. 
The metadata encompasses information such as location, 
date, links, time, abusive words and text. Cleansing the 
data includes removal of line breaks, hyperlinks, text like 
‘the’, ‘a’, ‘an’ etc. After cleansing of dataset the below 
formatted Table 1 is considered for building word cloud 
using wordcloud2 package in Python. Table 1 gives the 

most commonly used words along with their frequencies 
to build word cloud.

Figure 2 describes about the word cloud and sentiment 
maps used for text analytics and information visualization 
of virus and Covid-19.

Literature Survey

Coronavirus Disease (COVID‑19)

The coronavirus disease is mainly consequence of a virus 
called SARS-CoV 2 (severe acute respiratory syndrome 
Coronavirus 2). This new coronavirus had its origin from 
the wet market of China’s city called Wuhan [8]. This virus 
has created devastation by affirming 523,011 lives of human 
across the globe as reported by world health organization 
[9]. The coronavirus disseminates very rapidly among the 
people through tiny droplets released by humans when they 
cough, sneeze or talk to others who are in close contact [10]. 
These droplets falls onto the ground or surface rather than 
going long distances. If any human touches these surfaces 
there is high probability that the virus can enter the human 
body. The primary symptoms include cough, high fever, 
body pain, breathing difficulties, fatigue and loss of sense 
[11].

Fig. 1  COVID-19 sentiment curve

Table 1  Commonly used words 
to build word cloud

Word Frequency

Corona 410
Virus 223
People 153
Trump 112
Outbreak 102

Fig. 2  Illustration of the expression cloud in twitter data



SN Computer Science           (2021) 2:227  Page 3 of 11   227 

SN Computer Science

The new coronavirus has an immense effect on public 
as well as country’s economy. The world health organi-
zation predicted that number of corona cases would rise 
to 15,380,200 by September 2020 across the globe. The 
deceased cases till September 2020 due to COVID-19 are 
926,716 [12]. The government of India states the highly 
afflicted states and Union territories are Maharashtra with 
230,599 cases, Tamil Nadu with 126,581 cases and Delhi 
with 107,051 cases as on 15 September 2020 [12]. Indian 
government declared lockdown to prevent the exponential 
growth of the pandemic within the country [13]. This nation-
wide lockdown brought the decrease in the infection curve.

Multiple Regression Model

Sentiment analysis revolves around finding the weighed 
combination variables that best predicts the response. The 
focal point of the paper revolves around the stratification 
of the sentiments from twitter data using regression model. 
Regression model ensures customization of weight for 
observed data. Logistic regression limits the text polari-
zation to positive and negative. Using multiple regression 
method we can analyze the sentiments of the public and 
categorize tweets based on polarities such as strongly posi-
tive, positive, weakly positive, strongly negative, negative, 
weakly negative and neutral. Hence, multiple regression 
method is considered. Multiple regression method is also 
called as multiple linear regression (MLR) and is proven 
to be a strong statistical technique to forecast the result 
of a response variable. This model maps the independent 
(explanatory) variables and dependent (response) variables 
in a linear fashion.

Figure 3 shows model representation of multiple regres-
sion. x-Axis represents number of tweets and y-axis repre-
sents scale (0–5) to which the sentiments are mapped. The 
regression equation involving multiple variables is:

The model is configured according to Eq. (1) where ‘x’ 
illustrates independent variable and ‘Y’ illustrates depend-
ent variable. The intercept is represented by ‘a’ which is the 
expected mean value of Y when all x = 0. ‘b’, ‘c’, ‘d’ illus-
trates regression parameter which describes the relationship 
between predictor variable and the response and ‘ɛ’ repre-
sents random error which represents the disparity among 
the hypothetical value of the model and the actual results 
is the predictor or target variable and × 1, × 2, × 3 are the 
independent variables. a is the intercept and b, c, d are the 
slopes and ε is the error term [14]. The main advantages of 
multiple regression is to analyze data using many variables. 
This method has the capability to identify the proportional 
influence of many predictor variables to the value of crite-
rion. Also the anomalies or the outliers can be recognized.

Naïve Bayes Classifier

Naïve Bayes classifier is a distinguished machine learning 
stratifier having huge array of applications like text classi-
fication, spam filtering, and sentiment analysis. This paper 
applies the Naïve Bayes algorithm for text stratification, 
label assignment of the polarity of sentiments for the tweet 
data collected from the social media. The focus is mainly 
towards the positive, negative and neutral sense of direction 
towards analysis of coronavirus and Covid-19 tweets.

Naïve Bayes is generally used stratification method-
ology in accordance with Bayes theory. The conditional 
density evaluation and class prior probability decide the 
posterior class probability for the given information set. 
Then we derive a specific test data point which shall be 
given to the class with the maximum posterior class prob-
ability. The class conditional density estimation is one of 
the major issues in naïve Bayes stratification methodology. 

(1)Y = a + bx1 + cx2 + dx3 + �.

Fig. 3  Illustration of the mul-
tiple regression models with 
independent and dependent 
variables
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Conventionally the class conditional density is evaluated 
with reference to the data points.

If there is any uncertainty in stratification problems 
then data objects are denoted by probability distributions 
which enables us to determine the class conditional den-
sity. With the purpose of processing uncertain data, the 
Naïve Bayes is classified into three approaches. (i) Aver-
aging (AVG): average point of each uncertain information 
object is acquired which is then passed to Naïve Bayes. 
(ii) Specimen-based method (SBC): this method uses arbi-
trary probability distributions comprising of kernel func-
tion which is re-engineered to take into account the values 
obtained from specimens of uncertain data. (iii) Formula-
housed method (FHC): it is a specific case of specimen 
based methods which comprises of formula based kernel 
function. Usually the formula deployed is based on Gauss-
ian distribution function [15].

Table 2 shows the comparison study between different 
machine learning algorithms based on size of datasets, com-
putational performance, storage capacity and formation of 
word-cloud that is training corpus. Here Excellent depicts 
percentage range from 80 to 100, Good percentage range 
means 60–80, average percentage range means 40–60.

System Architecture

The system architecture as shown is Fig. 4 comprises of 
creating a dataset where tweets are streamed with the help 
of NLTK library in python and the tweets are stored in the 
database. The tweets are then pre-processed which includes 
cleansing of data which mainly focuses on removal of abu-
sive words (‘abvs’) and common words like ‘the’, ‘a’, ‘an’ 
etc. After pre-processing the data are passed in trained 

Table 2  Comparison of different machine learning algorithms

ML techniques Comparison parameters

Small dataset Large dataset Conditional 
independence

Computationally 
intensive

Large storage Training corpus

Naive Bayes Excellent Excellent Excellent Good Excellent Excellent
Multiple (logistic)regression Excellent Good Good Good Good Good
SVM method Good Average Average Good Good Average
KNN method Good Average Average Good Average Average
Feature driven SA Good Average Good Average Average Good
ME classifier Good Average Good Average Average Good

Fig. 4  System architecture
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classifier, which will analyse the tweets as positive, strongly 
positive, neutral, negative, weakly negative, strongly nega-
tive. Around 10,000 tweets were collected as training data 
and around 1000 tweets were collected as test data. The test 
data is retrieved from twitter API and it is fed into the trained 
classifier for sentiment analysis. NLTK is very powerful 
ad most used library in python due to its support of Naïve 
Bayes classifiers which is based on Gaussian distribution. 
The tweets collected are converted into csv format so that 
they can be processed using python. These tweets are used to 
classify the sentiment into different categories like positive, 
negative and neutral.

Methodology Used for Textual Data 
Analytics

The methodology comprises with the speculative text analyt-
ics by exploring internal and external features of the tweet 
texts. Information visualizations and the features of the virus 
tweets data are the prime elements focused here. Because of 
the inefficiency of the conventional statistical summary for 
quantitative and ordinal data, machine learning algorithms 
are used to exploit and coalesce text information by focusing 
on parts of the tweet, sentiment scores, # tags and assess-
ing the utilization of characters into convenient traits which 
provides helpful incursions. This analysis develops text ana-
lytics particular information visualizations for the benefit 
and provides quick incursions with the utilization of code-
words correlated with COVID-19 and coronavirus. Machine 
learning techniques are used to detect the polarities of the 
sentiment categories. It is therefore implicitly recognized 
that information analytics additionally contains sentiment 
analysis of text element of twitter data. In order to classify 
the Tweets for sentiment classes such as fear, sadness we 
have used a package named NLTK. This sentiment scores 
are divided into train and test data and machine learning 

stratification methods are applied along with discussion of 
results.

Preparatory Text Analytics

Preparatory text analytics manages with creation of contour 
for text characteristics in information along with textual 
variables, and the feasible association of similar text char-
acteristics with additional non-text variables in the informa-
tion. For instance, a fundamental factor which is frequently 
used in tweet analysis is the total number of characters in 
the tweet, which is augmented by estimating the number of 
words per tweet [16].

The primitive stage in textual analytics is building a 
“Word Cloud” is appealing information visualization, com-
prising the size and visual focusing of words being weighted 
by their frequency of occurrence in the textual aggregation, 
and is used to depict notable words in a text aggregation 
diagrammatically [17]. The Fig. 5 shows different current 
representations of word cloud in different colours and shapes 
to increase aesthetic impact.

Data Formation and Procurement

This paper emphasizes on tweet collection, data formation 
process which are described below. Tweets are downloaded 
using Twitter API, the NLTK Tweet packages in Python, are 
used to cluster around ninety hundred thousand tweets from 
March to July of 2020, imposing the keyword “Covid-19” 
(ignoring the case). The phenomenon assures text aggrega-
tion dedicated on the virus, COVID-19 and associated mani-
festations for contemporary data procurement [18, 19]. The 
unprocessed information with 100 variables were processed 
and created for analysis using the Python programming lan-
guage and associated packages. The main intension of using 
the tweets was academic research and so all the identifiable 
abusing words were replaced by text “abvs” followed by 

Fig. 5  A few word cloud illustrations
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some numbers. This customized substitute was an add on to 
cleaning process [20, 21].

The dataset was furthermore assessed to determine the 
maximum used variables, 100 variables with inadequate, 
irrelevant and blank values were eliminated to produce a 
cleaned information set with 56 variables. This data set 
is additionally processed on the basis of requirements of 
every analytical segment of analysis by the use of tokeniza-
tion. This method transforms text to relevant word tokens. 
Tokenization also comprises of parsing which recognizes the 
underlying texture between text elements. Parsing involves 
stemming that abandons prefixes and suffixes by the use of 
parsing rules to generate basic forms of base words and lem-
matization which targets to modify words to simple forms.

Word and Phrase Interrelation

The word pairs and word chains forms a crucial and definite 
aspect of text analytics which usually includes determina-
tion of maximum used words. This aspect is called N-grams 
determination in a text aggregation which is vital concept in 
computational linguistics and NLP. The tweets were changed 
into a text aggregation comprising of more often used words, 

the more often used Bigrams (sequence of two words), the 
more often used trigrams (sequence of three words) and the 
more often “Quadgrams”.

Referring to Fig. 6, it can be observed that in some cases, 
with the instance of usage of popular words like “people”, 
“abuvs” (the tag used to substitute distinguishable abusive 
words), “beer” and bigrams and trigrams like “stock mar-
ket”, “Covid beer”, “Corona virus outbreak”, and “con-
firmed cases (of) Corona virus” (a Quadgram) shows a 
various mass response to the coronavirus in its preliminary 
stages.

Experimental Setup

The setup included the python NLTK package in support 
with Naive Bayes classification. The training sets were 
labelled to identify the category of sentiment. The tweets 
which were labelled is collected in database. The collec-
tion of data comprises of couple of steps like logging into 
twitter, registering on twitter API and fetching tokens and 
save the log data in the database in the form of csv files. 
Then pre-processing and cleansing of data is done to obtain 

Fig. 6  N-grams
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data in structured format. Next, classification is done on the 
structured data.

Data are collected using Twitter API related to #Covid-
19 and saved in the database. The data collected comprised 
of 10,000 raw tweets in csv format. The GUI interface is 
executed by interpreting python codes in pycharm-SDK. 
After the interpretation the GUI is displayed with al func-
tionalities. After several iterations Naive Bayes classifier 
gave the number of occurrences of each bigram, trigram 
and quadgram words which indicated positivity, negativity 
and neutrality towards COVID-19.

Multiple Regression Application for Virus Tweet 
Stratification

This paper explores the feasibility of applying polarity based 
sentiment stratification in frame of virus tweets. The objec-
tive was accordingly directional and set to classify positive, 
negative along with neutral sentiments in virus tweets. A 
value of 1 was given to positive sentiment tweet, a value 
of − 1 was given to negative sentiment tweet and a value 
of 0 was given to neutral sentiment tweet. The subsection 
of information was created on the basis of tweet lengths to 
assess stratification accuracy. The tweet length was meas-
ured by character count for each tweet. The 50% of the 
tweets data had less than 150 characters in length and the 
remaining had less than 70 characters. The accuracy of the 
stratification method using about 80 randomized test values 
are tabulated in Table 3.

The strong stratification accuracy method classified the 
short tweets with about nine over every ten tweets appropri-
ately (92.49% accuracy). We noticed an inverse relationship 
among the tweet length and stratification accuracy, as the 
stratification accuracy decreased to 60% with increase in the 
tweet lengths to below 150 characters.

Results and Discussion

The stratification results obtained indicates an additional 
validation model establishment with further virus infor-
mation. Models thus established with auxiliary informa-
tion and methods, and using Bayes and logistic regression 
Tweet stratification methods could therefore be utilized as 

self-sufficient mechanism for automated stratification of 
coronavirus sentiment. This paper targeted to create swift 
perceptions for COVID-19 associated social sentiment using 
Twitter data that are effectively completed. Besides the 
viability of machine learning stratification algorithms were 
exposed and the adequate guiding support utilizing Bayes 
and logistic stratification for short length tweets to medium 
length tweets were obtained. The general mass sentiment 
across the nation or state or local area cannot rely only on 
Twitter data [22–24]. Nevertheless, the present research 
gives a clear path for much extensive analysis of multiple 
text data origins containing other social media platforms, 
news articles and personal communications data. Altogether, 
though these restrictions are acknowledged from a general 
view point, they do not lessen the contributions made by 
this study, as the generic weaknesses are not related with the 
primary objective of this research. Between 25th Feb 2020 
to 15th Sep 2020 on the sample of 100 we can see raising 
distance between the two extremes. The Fig. 7 shows the 
model which estimates tweets within − 1 to +1 where the 
categories are divided accordingly as positive, weakly posi-
tive, strongly positive, neutral, negative, weakly negative, 
strongly negative.

Figure 8 shows part of the tweets extracted using twitter 
application which is interfaced with the internet. The tweet 
is #Covid19. For instance the tweet “ $1k baby bonds has 
nothing to do with #covoid19 you are a fear monger using… 
https://t. co/ I9S2J zOtwG” has been classified as strong nega-
tive by our algorithm. We have extracted 100 tweets from 
the internet source as on 15 September 2020 and classified 
the tweets as strongly positive, positive, weakly positive, 
strongly negative, negative, weakly negative and neutral for 
#Covid19 hash tag in the tweets (Fig. 9).

The Fig. 9 shows part of the tweets extracted using twitter 
API. The tweet is #Corona. For example the tweet “Stu-
dents are not testing kit. Peoples at NTA kindly understand 
the seriousness of the situation and POSTPONE JEE &… 
https://t. co/ N7Vl7 PHMGm” has been classified as Positive 
by our algorithm. We have extracted 100 tweets from the 
electronic highway as on 15 September 2020 and classified 
the tweets as strongly positive, positive, weakly positive, 
strongly negative, negative, weakly negative and neutral for 
#Corona hash tag in the tweets.

Table 3  Bayes stratification by 
varying lengths of the tweet

Tweets (ncharacters < 70) Tweets (ncharacters < 150)

Positive Neutral Negative Positive Neutral Negative

Positive 40 1 5 Positive 6 1 30
Neutral 5 2 1 Neutral 5 2 1
Negative 1 1 43 Negative 1 1 43
Accuracy: 0.9249 Accuracy: 0.6056

https://t.co/I9S2JzOtwG
https://t.co/N7Vl7PHMGm
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Figure 10 shows part of the tweets extracted using 
twitter API. The tweet is #Corona_Virus. For example 
the tweet “1303582756664877056|@Vipin49437186 
only by following the instructions can we combat the 
#corona_virus|neutral” is classified as neutral by our 
algorithm. We have extracted 100 tweets from the elec-
tronic highway as on 15 September 2020 and classified 
the tweets as strongly positive, positive, weakly positive, 

strongly negative, negative, weakly negative and neutral 
for #Corona_Virus tag in the tweets.

Fig. 7  Polarity detection of 100 tweets
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Conclusion and Future Work

In the paper, issues revolving around social sentiment 
depicting extremely disturbing coronavirus and COVID-19 
fear sentiment analysis were discussed. We expressed the 
use of preliminary interpretive text analysis and informa-
tion visualization methods done by grouping words with 
different levels. We use Naïve Bayes classifier to stratify 

the emotions on tweets as discussed in Table 3. The exper-
imental setup provided improvement in accuracy by incor-
porating small amount of dataset. The end user need not 
read all comments to get the insights about the polarity 
of tweet. This helps in saving the time in understanding 
the opinion of people in some context. The current study 
presents a methodology with expensive data and social 
sentiment perceptions that can be used to develop much 
awaited inspirational clarification to encounter the quick 

Fig. 8  CSV file of #Covid19

Fig. 9  CSV file of #Corona
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spread of coronavirus and Covid-19 [24]. The machine 
learning algorithms exhibited their effectiveness for vari-
able tweet lengths.

With the effortless accessibility of COVID-19 related 
information, the state of art machine learning algorithms 
needs to be developed to handle the complexities done by 
the pandemic worldwide. From small business to huge cor-
porate can benefit through these kind of sentiment analysis 
in order to meet the customer sentiments and expectations. 
Still the research is ongoing and we have the plans to analyze 
large volumes of new data which will help to build models 
to endorse the social and economic conditions to progress 
in the time ahead.
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