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Abstract

AUTODOCK4 is a widely used program for docking small molecules to macromolecular targets. It 

describes ligand-receptor interactions using a physics-inspired scoring function that has been 

proven useful in a variety of drug discovery projects. However, compared to more modern and 

recent software, AUTODOCK4 has longer execution times, limiting its applicability to large scale 

dockings. To address this problem, we describe an OpenCL implementation of AUTODOCK4, called 

AUTODOCK-GPU, that leverages the highly parallel architecture of GPU hardware to reduce 

docking runtime by up to 350-fold with respect to a single-threaded process. Moreover, we 

introduce the gradient-based local search method ADADELTA, as well as an improved version of 

the Solis-Wets random optimizer from AUTODOCK4. These efficient local search algorithms 

significantly reduce the number of calls to the scoring function that are needed to produce good 

results. The improvements reported here, both in terms of docking throughput and search 

efficiency, facilitate the use of the AUTODOCK4 scoring function in large scale virtual screening.
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INTRODUCTION

The identification of new molecules with a given biological activity is a non-trivial task, and 

a key step in the drug discovery process. Structure-based virtual screening in which small 

organic molecules are docked to biologically and therapeutically relevant targets is a very 

popular computational technique for the identification of new chemical scaffolds with 

biological activity.

Over the years, this technique has provided numerous positive results competitive with 

experimental screenings1–5. The key to successful dockings is the use of energy estimate 

methods (or scoring functions) that are sufficiently accurate to distinguish (to a certain 

extent) between binders and non-binders, while being sufficiently fast to be applicable on 

very large scales. Typical docking virtual screenings now can easily involve virtual libraries 

from few thousand to hundreds of millions of molecules6 usually against rigid target 

structures. Depending on the search algorithms, this translates into 1010 to 1016 calls to the 

scoring function per screening, but this number can further grow by orders of magnitude if 

conformational ensembles7 are used to represent receptor conformational variability.

From a computational perspective, molecular docking is well suited for parallel computing 

given the parallel nature of the tasks involved in evaluating multiple solutions for a single 

ligand, as well as docking large libraries of ligands. Scoring function calls can be distributed 

across compute units, either being CPU cores on the same machine8, many CPU nodes 

across multiple machines in high-performance computing environments9, or even distributed 

computing resources10,11. From that perspective, GPU computing represents a hybrid 

scenario in which a large number of compute units can be accessed on a single machine. 

GPU cards with thousands of cores are a powerful resource that is already being exploited to 

accelerate a number of molecular modeling computations12–14. GPU computing is worth 

pursuing even considering that the distribution of work by multiple computing units, data 

transfer and the coordination of the different operations can create unexpected bottlenecks 

that make the parallelization process non-trivial.
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The AUTODOCK suite consists of widely used molecular docking programs15,16, which 

include a number of docking engines derived from the original AUTODOCK code17, and 

specialize in different aspects of the docking simulations. AUTODOCK VINA implements a 

Monte-Carlo-based iterated local search method, designed to provide speed performance 

exploiting CPU parallelism for virtual screenings8. AUTODOCKFR focuses on peptide 

docking and on simulating various degrees of receptor flexibility18. AUTODOCK4 implements 

a single-threaded Lamarckian Genetic Algorithm (LGA)19 search engine, which is usually 

parallelized by submitting multiple individual docking jobs on separate CPUs or cores. 

While being slower than AUTODOCK VINA, AUTODOCK4 has been reported to be more 

effective in some cases20, especially at reproducing experimental binding affinities21. 

Moreover, AUTODOCK4 is more versatile and easier to customize without modifying the 

source code, allowing us and others to modify the force field22–29 and grid interaction 

maps30 to add new custom potentials, and implement new docking protocols31–34.

In the past, there have been attempts to exploit GPUs for accelerating different steps of the 

AUTODOCK4 docking protocol with various degrees of success35–37. By exploiting to 

different extents the embarrassingly parallel nature of docking and the underlying 

algorithms, its efficient adaption to hardware accelerators through parallel programming 

frameworks35,38–40 can result in significant performance improvements. Among these 

programming frameworks, the Open Computing Language (OpenCL) provides an open 

standard that is portable across hybrid platforms such as CPUs and GPUs.

In this work, we describe our OpenCL implementation of AUTODOCK to explore the 

performance improvements resulting from adapting the AUTODOCK4 docking engine to 

exploit both GPU and CPU parallel architectures. This program uses a minor variation of the 

AUTODOCK LGA algorithm, and introduces derivatives for translation, rotation, and torsion 

variables. The local search is performed using either the original random optimizer Solis-

Wets (SW)41, or the newly implemented ADADELTA42 gradient-based local search. The 

program generates output docking log files (DLG) files compatible with AUTODOCKTOOLS 

19. Using the single-threaded AUTODOCK4.2.6 as baseline, we characterize the performance 

of the new OpenCL implementation on both CPU and GPU platforms.

METHODOLOGY

AUTODOCK docking method.

In AUTODOCK, molecular interactions are modeled by a scoring function f that quantifies the 

free energy ΔG of a given binding pose43:

ΔG = ΔHvdW W vdW ∑
i, j

Aij

s rij
12 − Bij

s rij
6 + ΔHℎbond W ℎb∑

i, j
E(t

) Cij

s rij
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s rij
10 + ΔHelec W el∑
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SiV j + SjV i e −rij2 /2σ2 + ΔStor W Ntor

(1)
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The AUTODOCK scoring function (Equation 1) is a semi-empirical free-energy force field 

(kcal/mol) composed of four pairwise energetic terms (dispersion/repulsion ΔHvdW, 

hydrogen bonding ΔHhbond, electrostatics ΔHelec, and desolvation ΔGdesolv), and an 

additional term that predicts the unfavorable loss of ligand entropy upon binding (ΔStor). For 

each term, a dimensionless weighting constant was empirically determined using linear 

regression on a set of ligand-receptor complexes with known binding constants44. The 

following constants depend on the atom types: Aij (kcal/mol/Å12) and Bij (kcal/mol/Å6) 

correspond to a modified Lennard-Jones (12–6) potential between atoms i and j; Cij 

(kcal/mol/Å12) and Dij (kcal/mol/Å10) correspond to the hydrogen bonding (12–10) 

potential between hydrogen-bond acceptor and donor atoms i and j; S and V are the 

solvation parameter and atom volume, respectively, and σ is set to 3.5 Å. The s(rij) function 

is used to broaden the attractive wells in 12–6 and 12–10 potentials and is referred to as 

smoothing in the AUTODOCK documentation. The E(t) function provides directionality to the 

hydrogen bond term based on the t angle. Additionally, qi and qj are atomic charges, while 

ε(rij) is a dielectric function of rij, the interatomic distance between atoms i and j. The last 

term, proportional to the number of torsions Nrot, measures the unfavorable loss of ligand 

entropy due to the restriction of conformational degrees of freedom in the bound state.

Interactions between the ligand and the receptor are precalculated and cached using the 

AUTOGRID program, which calculates interaction energy maps for ligand atoms, with a 

default resolution of 0.375 Å. During docking, these three-dimensional maps are used to 

lookup interaction energies using trilinear interpolation, speeding up intermolecular 

interaction estimates compared to pairwise methods.

A Lamarckian Genetic Algorithm (LGA) is used to generate ligand poses to explore the 

energy landscape described by the scoring function44. The LGA combines a genetic 

algorithm (GA) global search with local search (LS) iterations to refine poses identified by 

the GA. Poses that are improved by the LS method are re-introduced into the GA population 

(hence the Lamarckian denomination). The collection of poses forms the GA population. 

Each pose is represented by a vector of genes, referred to as genotype. Each gene is a 

variable representing ligand position, orientation, and torsional conformation. At each GA 

iteration, new individuals are generated from ancestors chosen with a proportional selection 

scheme, while a population subset (default: 6%) is subjected to the LS optimization. The 

execution of each independent LGA run stops when either the number of score evaluations 

or the number of GA generations is reached, whichever comes first. These numbers are 

specified by the user. The pose with the best score is returned by the LGA.

Furthermore, a docking job consists of several independent LGA runs (50 by default in 

AUTODOCK4). Each LGA run optimizes the sum of intermolecular (ligand-receptor) and 

intramolecular (ligand-ligand) interactions described by the scoring function f, and returns 

the best pose (lowest score) found. After all LGA runs are completed, the returned poses are 

clustered using the root mean square deviation (RMSD) as distance metric. The size of the 

cluster containing the pose with the best score is commonly used as a proxy to identify 

convergence of the LGA runs towards a particular solution (pose) within the search space. 

As a general rule, the search effort is considered sufficient if the first cluster contains at least 

20% of the poses returned by LGA runs.
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OpenCL implementation of AUTODOCK.

A single docking job requires a large number of scoring function evaluations, usually 

between 106 and 108. Thus, scoring function evaluations become the bottleneck, accounting 

for more than 90% of the runtime45. Therefore, offloading these steps onto accelerators, 

such as GPUs, can benefit significantly from the speedup provided by such specialized 

hardware.

The improvements of the AUTODOCK search algorithm introduced in this paper were built on 

top of our previous work45, released as the open-source software project OpenCL 
Accelerated Molecular Docking, hereafter simply referred to as AUTODOCK-GPU46. The 

code has been implemented using OpenCL v.1.2. OpenCL provides an open and royalty-free 

standard for writing parallel programs that execute across heterogeneous platforms 

consisting of CPUs, GPUs, and other hardware accelerators, providing software developers 

with a portable abstraction for accelerating computationally-intensive tasks47. As reported in 

a previous study48, data parallelism of AUTODOCK is exploited at three different processing 

levels: high, medium, and low. First, based on the fact that a docking job consists of several 

independent LGA runs, the high-level parallelization consists of trivially performing these 

runs in parallel (similarly to what is done automatically in AUTODOCK VINA 8). Then, 

medium-level parallelization is achieved by processing individuals from a single genetic 

generation within an LGA run independently. Finally, the low-level strategy consists of the 

parallel execution of fine-grained tasks that pertain to a single individual, such as rotating 

the pose or evaluating the scoring function.

Our implementation (Figure 1) combines the high- and medium-level strategies first. A 

docking job is composed of R LGA runs (RunID: 0, 1, 2, …, R − 1), each run processing a 

population of P individuals (IndID: 0, 1, 2, …, P − 1). The execution of such runs, and the 

processing of their individuals, are controlled by nested loops in the serial implementation, 

but can be merged into a single loop for optimal parallelism. By doing so, individuals from 

different docking runs can be processed simultaneously, each as an OpenCL work-group 

identified with a WGID obtained as follows:

WGID = RunID × P + IndID (2)

The entire set of P × R work-groups is distributed by the GPU runtime scheduler over the 

available compute units (CU). Each CU executes a WG associated with a single individual, 

achieving high- and medium-level parallelization simultaneously. Finally, the processing an 

individual, which involves fine-grain tasks (genotype generation, ligand rotation, 

intermolecular and pairwise interactions), can be assigned to OpenCL work-items, thus 

achieving low-level parallelization.

The overall workflow of AUTODOCK-GPU is depicted in Figure 2. This consists of a 

sequence of functions executed either on the host (H) or on the device (D). After the 

application inputs are parsed in H1, the populations of all docking runs are initialized with 

random values in H2. Then, the OpenCL setup takes place in H3, which comprises the 

identification and selection of platform and device, and the creation of the kernels to be 

executed on the device.
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In order to guarantee that the limited memory capacity of a GPU card (i.e., compared to 

most multi-core CPU servers) does not negatively impact the practical usage of AUTODOCK-

GPU, we analyzed the memory footprint required to hold the processing data.

First, for the released version we defined hard-coded limits for AUTODOCK-GPU the 

maximum values allowed for the following runtime parameters: ligand atomic types, ligand 

atoms, rotatable bonds, pairwise contributors, rotations, population size, docking runs, and 

grid points (see Table S2 for the values). While such constraints might limit the upper-bound 

size of systems that can be modeled with AUTODOCK-GPU, they guarantee that data 

allocation is within ~ 4 GB. These values can be easily modified when compiling the code, 

if more performant hardware is available. Further details on the software architecture and 

memory requirement analysis are provided in the Supplementary Information.

Gradient of the scoring function.

The process of docking a ligand is implemented as an optimization problem in which the 

collection of variables subject to optimization define the conformation, orientation and 

position of the ligand. In the GA metaphor, individual variables are called genes, and the 

collection of genes defining a solution constitute a genotype Ω:

Ω = x, y, z, ϕ, θ, α, ψ1, …, ψNrot  (3)

The first three variables control translation of the ligand in x, y, and z directions; the next 

three variables – ϕ, θ, and α – correspond to the rotation of the ligand as a rigid body, and 

the remaining ψ variables are associated with Nrot rotatable bonds. Each genotype 

corresponds to a different pose of the ligand. The quality of a pose, from the energetic 

standpoint, is evaluated by the scoring function in Equation 1, which is expressed in terms of 

the optimization variables (genes).

f x, y, z, ϕ, θ, α, ψ1, …, ψNrot (4)

Docking a ligand consists of finding the genotype Ω corresponding to the lowest possible 

value of the scoring function f. Here we introduce in the AUTODOCK4 a new gradient-based 

optimizers which uses the gradient g of the scoring function f, with respect to the genotype 

Ω:

g = ∇f(Ω) = ∂f
∂x , ∂f

∂y , ∂f
∂z , ∂f

∂ϕ , ∂f
∂θ , ∂f

∂α , ∂f
∂ψ1

, …, ∂f
∂ψNrot 

, (5)

ADADELTA local search.

ADADELTA42 is a gradient-based first-order local optimization algorithm, which is used to 

update the genotype Ω at each iteration t:

Ωt + 1 = Ωt + ΔΩt (6)
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where ΔΩt is the update vector, which depends not only on the gradient g, but also on the 

history of past gradients and past update vectors:

ΔΩt = −
E ΔΩ2

t − 1 + ε

E g2
t + ε

gt (7)

where E[ΔΩ2] is a running average of squared updates, and E[g2] is a running average of 

squared gradients:

E ΔΩ2
t = ρE ΔΩ2

t − 1 + (1 − ρ)ΔΩt
2

(8)

E g2
t = ρE g2

t − 1 + (1 − ρ)gt2 (9)

where ρ and ε are ADADELTA hyperparameters. The constant ε prevents the denominator 

in Equation 7 from becoming zero, providing a non-zero update at the first iteration (t = 0). 

The running averages E[g2] and E[ΔΩ2] are vectors of length equal to the number of genetic 
variables. The update rule is applied to each variable separately, implementing a different 

learning rate for each dimension. The hyperparameter ρ controls the amount of memory of 

preceeding iterations for E[g2] and E[ΔΩ2]. Smaller ρ make the running averages more 

sensitive to the current iteration.

ADADELTA belongs to the class of first-order algorithms, which include Adam49 and 

FIRE50. One of the advantages of first-order algorithms is their simpler implementation in 

comparison to Quasi-Newton methods, such as BFGS51.

Among the first-order algorithms, we chose ADADELTA because it requires only two 

hyperparameters (ρ and ε) (compared to Adam and FIRE, which use four and five, 

respectively). The optimization of ADADELTA’s ρ and ε for AUTODOCK-GPU is discussed 

in the Supplementary Information. We found that ρ = 0.8 and ε = 0.01 provide the best 

search performance (Fig. S3).

Dataset.

To compare the performance of the OpenCL implementation with AUTODOCK4, we compiled 

a dataset of 140 diverse protein-ligand complexes covering a wide range of properties for 

both ligands (rotatable bonds, atom count, etc.) and targets (shape of binding site). The 

dataset was built including complexes from two well-established sets for assessing docking 

methodologies for drug discovery purposes, the Astex Diversity Set52 and CASF-201353.

In particular, the Astex Diversity Set, which is comprised of 85 complexes mostly with up to 

10 rotatable bonds, was extended with complexes from the CASF-2013 to increase the 

number of ligands with 11 to 20 rotatable bonds. Finally, 20 additional complexes selected 

from the Protein Data Bank54 were included to add ligands with up to 32 rotatable bonds, 

and with diverse binding site shape (i.e., wide, narrow, deep, shallow sites). The dataset is 

available at https://doi.org/10.5281/zenodo.4031961. Ligand and receptor input files were 
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prepared with OpenBabel (version 2.4.1)55 after removing all water molecules and ions 

according to the standard AUTODOCK protocol9.

Docking calculations.—Reference dockings for the standard single-threaded CPU 

baseline were performed using the latest stable version of AUTODOCK (v.4.2.6). For the 

OpenCL implementation, calculations on the GPU were performed using the CUDA v10.0 

and AMDAPPSDK v3.0 packages for NVIDIA and AMD architectures, respectively. The 

size of the work group for GPU platforms was 64. GNU parallel56 was used to run on 

machines with multiple GPUs. To test performance on multicore CPU machines, the Intel 

SDK-2017 driver was used, with a work group size of 16.

To account for the stochastic nature of the LGA search, four replicates of 100 LGA runs 

were performed for each ligand-receptor complex. Generally, a smaller number of LGA runs 

(e.g., 20) is sufficient with AUTODOCK-GPU, but we used 100 to have better statistics. Each 

of the four replicates uses different ligand input coordinates, one with the experimental 

coordinates of the ligand in the complex to check for input biases, and three with 

randomized poses. The top pose from each LGA run was considered, totaling 400 poses per 

ligand-receptor complex (Figure 3). A statistical measure of success was then calculated on 

this large pool of docked poses. The length of each LGA run was defined by the number of 

evaluations (i.e., calls to the scoring function), which ranged between 32,000 and 8,192,000. 

To guarantee that the desired number of score evaluations is performed, we set the maximum 

number of generations to a very high value (99999). The maximum number of local search 

iterations was set to 300.

Global minimum identification.

The identification of true global minima for each system is a prohibitive task requiring 

systematic scanning of all degrees of freedom. Therefore, we designed a protocol to identify 

bona fide global minima by analyzing the distribution of scores produced by LGA runs 

(Figure 3). For each protein-ligand complex, first we performed 4 docking replicates of 100 

LGA runs each (400 total poses), starting from different input conformations, with 

8,192,000 maximum energy evaluations. From each replicate, we retrieved the 5 top scores 

creating a pool of 20 poses. Then, the procedure was repeated with 4 docking replicates with 

4,096,000 evaluations, and the best pose from each was added to the poses pool, generating 

24 poses in total. If the difference between the best and worst scores within the 24 poses in 

the pool was ≤ 0.1 kcal/mol, the best score found was considered to be the bona fide global 

minimum.

We found the global minimum for 106 out of 140 complexes. Figure 3 illustrates a system 

for which the global minimum was found (PDB ID: 1hvy) and a system for which it wasn’t 

(PDB ID: 7cpa). For 1hvy, the scores converge towards a lower bound (depicted by the 

dashed line).

Measuring the time per score evaluation.

To calculate the time required for a single evaluation (i.e., a call to the scoring function), we 

run dockings with different numbers of evaluations from 32,000 to 2,048,000 evaluations, in 
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exponential increments of 2-fold, providing 7 data points that we used to fit a simple linear 

model. Four replicates were performed for each docking, and considering either minimum or 

average runtimes led to nearly identical results. We excluded cases for which the coefficient 

of determination R2 is less than 0.99. In the Results and Discussion section, we report the 

time per evaluation for all 140 complexes in our dataset, running AUTODOCK-GPU on 

different accelerators, and using either Solis-Wets or ADADELTA as local-search methods.

RESULTS AND DISCUSSION

Validation of the scoring function implementation.

In order to validate the accuracy of the OpenCL implementation of the scoring function, a 

total of 1015 docked poses generated with AUTODOCK-GPU from 10 complexes were re-

scored using AUTODOCK4.2.6 (using the keyword epdb). For docking poses in the favorable 

energy range (i.e., negative energies) we observed differences in the order of 0.01 kcal/mol 

for grid-interpolated interactions, and 0.02 kcal/mol for ligand-ligand (pairwise) 

interactions. For docked poses with large positive energies, which are typically discarded 

because they have unfavorable interactions, the differences between AUTODOCK4.2.6 and 

AUTODOCK-GPU can reach the order of 1 kcal/mol. These discrepancies occur because 

AUTODOCK4 interpolates values from look-up tables, while AUTODOCK-GPU calculates exact 

values by evaluating the analytical form of the scoring function f (Equation 1). Due to the 

exponential repulsive terms in f, the error in the interpolated values can be large, ultimately 

showing that in this regard AUTODOCK-GPU is a more accurate implementation of the 

AUTODOCK scoring function (Eq. 1).

Runtime performance on GPUs.

The runtime speedups of AUTODOCK-GPU achieved on various GPUs was measured with 

respect to AUTODOCK4 running on a single CPU core. Runtime is understood as the total wall 
clock time spent by the docking program until completion. We selected five different ligand-

receptor complexes covering a wide range of number of atoms (Natom) and rotatable bonds 

(Nrot), as displayed in Figure 4. The number of LGA runs was 100, and the number of 

evaluations per LGA run was 2,048,000.

Runtime speedups are reported in Figure 4. Overall, when using Solis-Wets for local search, 

speedups range from about 30x to 350x, depending on the GPU and the system being 

docked. When using ADADELTA as local-search, the speedups range from about 2x to 80x. 

ADADELTA is slower than Solis-Wets because the calculation of gradients is 

computationally expensive and difficult to parallelize. For Solis-Wets, ligands with more 

atoms yield higher speedups, while the opposite trend is observed for ADADELTA. The 

higher-end GPU card (TITAN V) achieved about 10x larger runtime speedups than the lower 

end M2000, in agreement with their characteristics (Table 3).

Performance scaling on multicore CPUs.

A key feature of OpenCL is its portability. This allows running applications on different 

devices with none or minor recoding effort. In this study, this feature was leveraged to target 

multicore CPUs as execution platform. Our implementation ensured that the porting effort 
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from GPUs to CPUs was reduced to re-compiling the application targeting the different 

device architecture, without code changes.

Performance scaling refers to the performance enhancement due to an increase of computing 

resources. This is typically translated into shorter runtimes, which in turn can result into 

lower costs for such resources, when accessed on a per-time basis. In order to assess the 

resource investment in terms of the returned performance gains, we discuss the performance 

scaling behavior of AUTODOCK-GPU on multicore CPUs.

To do that, we selected AWS CPU instances equipped with different numbers of cores: 

c5.4xlarge (8 cores), c5.9xlarge (16 cores), and c5.18xlarge (36 cores). This analysis was 

performed on the same complexes used for reporting GPU runtime speedups (Figure 4), and 

the baseline for speedups in the runtime of AUTODOCK4.2.6 on a single CPU core.

In contrast to GPUs, where the overall performance when running Solis-Wets increases with 

Natom (Figure 4), multi-core CPUs yield lower runtime performance for larger Natom (Figure 

5). For instance, on an 8-core instance, Solis-Wets achieves 15x of runtime speedup with the 

smallest complex (PDB ID: 5tim), while only reaching 5.3x with the largest one (PDB ID: 

3er5). We attribute the different speedup dependencies on Natom and Nrot values between 

multicore CPU and GPU to the considerably larger number of fine-grained computing cores 

on GPUs (e.g., 3584 CUDA cores on a GTX 1080 Ti GPU) that more efficiently leverage the 

larger fine-grained parallelism – provided by more atoms and rotatable bonds – than by 

using fewer CPU cores (e.g., a maximum of 36 cores on the AWS c5.18xlarge instance).

The data in Figure 5 shows that speedups increase with a factor of ~2x when e.g., migrating 

from an instance with eight cores (c5.4xlarge) to another with 16 cores (c5.9xlarge). Slightly 

higher runtime speedup gains are observed when migrating to the largest c5.18xlarge 

instance, which can be simply explained by the upgrade provided by having more than 

double the number of cores (= 36). A similar speedup scaling behavior was observed when 

running ADADELTA. Additionally, Figure 5 shows resource-utilization efficiency, 

calculated as the ratio between the runtime speedup and the number of CPU cores present in 

the employed AWS CPU instances. For both LS methods, the resource-utilization 

efficiencies are higher on smaller instances (fewer cores). Moreover, higher efficiencies are 

obtained when no rotatable bonds are present (5tim), e.g., ~1.9x (Solis-Wets) and ~0.73x 

(ADADELTA) on the c5.4xlarge. For the other complexes (having more than seven rotatable 

bonds), such efficiencies become lower but more stable, i.e., ~0.7x and 0.3x when using 

Solis-Wets and ADADELTA, respectively. In the supporting information we provide a cost-

efficiency analysis of several accelerators, including CPU and GPU, based on the hourly 

prices of Amazon Web Services (AWS), showing that GPUs are more cost-effective (Figure 

S2).

Time spent per evaluation of the scoring function.

Docking a single ligand can imply hundreds of millions of calls to the scoring function (i.e., 

evaluations). For example, performing 100 LGA runs with the standard amount of 

evaluations per run (2.5 million) results in 250 million total evaluations being executed in a 
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single docking. For this reason, the average time spent per evaluation almost always dictates 

docking runtime.

The most important factors affecting the time per evaluation are the accelerator platform, the 

choice of LS method and the number of ligand atoms (Table 2). The time spent per 

evaluation increases with the number of ligand atoms, and that held true across all platforms 

tested (Figure 6). Among the GPU cards in Table 3, AUTODOCK-GPU achieves the fastest 

evaluations on the TITAN V, spending between 0.01 – 0.67 μs per evaluation, depending on 

the protein-ligand complex.

For Solis-Wets, the time per evaluation increases in a nearly linear fashion with the number 

of ligand atoms (Natom), while for ADADELTA it increases closer to a quadratic fashion 

(Figure 6 and Table 2). Consequently, ADADELTA becomes progressively slower than 

Solis-Wets for larger Natom values. For example, ADADELTA is about 4x slower than Solis-

Wets for ligands with ~20 atoms, and about 16x slower for ligands with ~100 atoms.

To calculate speedups provided by GPU cards we established a performance baseline by 

running the single-threaded AUTODOCK4.2.6 on a recent compute instance (Amazon AWS 

c5.18xlarge) featuring an Intel Xeon Platinum 8124M CPU @ 3.00GHz (Table 1). Speedups 

were then calculated by dividing the time per evaluation of AUTODOCK4 by that of 

AUTODOCK-GPU. Figure 7 shows speedup over single-threaded AUTODOCK4.2.6. 

Interestingly, for dockings using Solis-Wets, evaluation rate speedups increase with the 

number of ligand atoms, while the opposite behavior occurs for ADADELTA. Time per 

evaluation speedups reach 200x faster evaluations when using Solis-Wets on a GTX 1080 Ti 

for many of the systems in our dataset.

Algorithmic performance of local search methods.

We assessed the efficiency of search algorithms by measuring the quality of docking results 

as a function of the number of calls to the scoring function (i.e., evaluations). Naturally, 

better search algorithms are more economic and spend fewer evaluations to produce docking 

results that meet a certain quality standard. We evaluated the algorithmic performance of 

Solis-Wets and ADADELTA as implemented in AUTODOCK-GPU as well as the Solis-Wets 

implementation in AUTODOCK4.2.6.

Docking runs success criteria.—Our assessment of search performance starts by 

determining if individual LGA runs are successful or not. We use two criteria to define 

success, one based on the docking score, and another based on the root mean square 

deviation (RMSD) from the native pose determined by X-ray crystallography.

According to the score criterion, an LGA run is successful if the returned pose has a score 

within 1.0 kcal/mol from the best possible score for a given protein-ligand complex (the 

global minimum). According to the RMSD criterion, an LGA run is successful if the 

returned pose is within 2 Å from the native pose.

The protocol for finding global minima in our dataset is described in the Methodology 

section. We found the global minimum for 106 out of 140 complexes, while for the rest that 
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was not possible due to the presence of a large number of rotatable bonds, particularly for 

ligands containing more than 19 of these.

We only use the RMSD criterion when the global minimum of the scoring function is below 

or equal to 2 Å RMSD of the native pose, which is true for 78 out of 106 complexes 

(73.58%). We do this because the job of the search algorithm is to find the global minimum 

of the scoring function. If that global minimum corresponds to an incorrect pose, that is a 

problem with the scoring function, not the search algorithm. In fact, for 27 out of 106 

complexes the global minimum corresponds to a pose with a RMSD greater than 2 Å. If we 

had used the RMSD criterion with these 27 complexes, finding the global minimum would 

be incorrectly considered as unsuccessful.

Success rate as a function of the number of evaluations.—The fraction of 

successful LGA runs increases with the number of evaluations, and its corresponding 

success-rate curve typically follows a sigmoidal profile (Figure 8). An insufficient number of 

evaluations results in a low (possibly zero) probability of finding either the native pose or the 

global minimum. After a certain number of evaluations, the success probability will 

asymptotically approach 100%.

Half-maximal success rate evaluations (E50).—Success probability curves (Figure 8) 

can be then used to estimate the half-maximal success rate evaluations (E50), which is the 

number of evaluations required to achieve a 50% probability of success. E50 values are 

calculated by fitting the following sigmoid function to the success rate curves depicted in 

Figure 8:

Fraction of successful LGA runs  = 1
1 + e−β x − E50 (10)

where x is the number of score evaluations, and β and E50 are variable parameters optimized 

during sigmoid fitting.

The values of E50 depend on both the intrinsic system complexity (e.g., binding site 

characteristics, ligand complexity), and the algorithmic efficiency of the search methods. If 

the global minimum of a given protein-ligand complex is easy to find, high-success 

probabilities are achieved with a relatively small number of evaluations. Analogously, more 

efficient search algorithms will require smaller E50, as illustrated in Figure 8, where the top 

and bottom panels correspond to an easy and moderately difficult case, respectively. The 

comparison of the success rate curves for the moderately difficult complex (PDB ID: 1y6b) 

shows that ADADELTA outperforms Solis-Wets, requiring ~4.5x fewer evaluations to 

achieve a comparable success rate.

Evaluation of ADADELTA and Solis-Wets using E50.—The algorithmic performance 

of ADADELTA and Solis-Wets was compared by calculating E50 values by varying the 

fraction of the LGA population to which the LS methods were applied during docking: 6% 

(the AUTODOCK4.2.6 default), 25%, and 100% (Figure 9). The analysis of the overall results 

allowed us to build the regression model:
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E50 = 2a × Nrot  + b
(11)

that fits E50 as a function of the number of rotatable bonds (Nrot), a proxy for search 

complexity. The value of the a coefficient can be then used to estimate how E50 escalates 

with the number of rotatable bonds.

For both local search methods, and using either score or RMSD criteria, we observed that 

higher LS rates result in lower a coefficients, hence reducing the number of evaluations 

required to achieve better performance for ligands with many rotatable bonds. Therefore, all 

the subsequent calculations were performed using 100% LS rate, and we recommend using a 

high local search rate with AUTODOCK-GPU.

According to the scoring criterion, the regression models predicted E50 of 20.68Nrot  + 5.79

for Solis-Wets, and 20.45Nrot  + 5.88 for ADADELTA. For both LS methods, the increase of 

rotatable bonds results in a shift of E50 toward higher values, however that increase is clearly 

larger for Solis-Wets. For example, for a ligand with zero rotatable bonds, the estimated E50 

values for Solis-Wets and ADADELTA would be 55 × 103 and 60 × 103 evaluations, 

respectively. However, when the number of rotatable bonds increases to 12, Solis-Wets is 

estimated to require 16 × 106 evaluations to reach a 50% success rate, while ADADELTA 

would require only 2.5 × 106 (a 6x reduction compared to Solis-Wets). Extrapolating for 20 

rotatable bonds, this factor would increase to ~23x, as ADADELTA would need 30×106 

evaluations, while Solis-Wets is predicted to require 680 × 106.

The trend shows that Solis-Wets can be competitive for relatively rigid molecules, but the 

gradient-based ADADELTA is clearly preferable for ligands with more rotatable bonds. 

Figure 10 shows the relative performance of the two methods (considering complexes for 

which E50 could be calculated for both). Ligands with three or fewer rotatable bonds (light 

blue circles) tend to be located below the equality line, showing lower E50 (i.e., higher 

algorithmic performance) for Solis-Wets. On the other hand, ligands with four or more 

rotatable bonds have lower E50 values using ADADELTA.

In addition to comparing Solis-Wets and ADADELTA in AUTODOCK-GPU, we also observed 

that the Solis-Wets implementation in AUTODOCK-GPU significantly outperforms that of 

AUTODOCK4.2.6 (Figure S4). The implementations differ in the genotype update. In 

AUTODOCK4.2.6, all genes are changed at every Solis-Wets iteration, while AUTODOCK-GPU 

implements a variable probability of changing each gene. That probability decreases with 

the number of genes, preventing the simultaneous modification of a large number of genes. 

Furthermore, in AUTODOCK-GPU, the magnitude of the changes to each gene change is 

smaller than in AUTODOCK4.2.6. Overall, the less abrupt modifications in the Solis-Wets of 

AUTODOCK-GPU confer significant advantage, with many systems showing 16x reductions in 

E50 (Figure S4).

Balancing algorithmic and evaluation rate performance.

On one hand, ADADELTA’s search efficiency is higher than that of Solis-Wets, requiring 

fewer energy evaluations, e.g., 6× fewer for ligands with 12 rotatable bonds). On the other 
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hand, ADADELTA is computationally more expensive, requiring up to 16× more time for 

ligands containing ~100 atoms. Therefore, it is essential to identify the optimal balance at 

which the reduction of number of evaluations outweighs the increase in time spent per 

evaluation.

To address this question, we defined the time-to-E50, which is the time required to perform 

E50 evaluations with each method. It is simply the product of E50 by the time per evaluation 

for each system. Time-to-E50 was calculated on the whole dataset using evaluation times 

obtained with the AMD Vega 56, which has intermediate performance in the range of GPU 

cards we tested. For ligands with 7 or fewer rotatable bonds, Solis-Wets performs E50 evals 

faster than ADADELTA (Figure 11). However, for ligands with 8 or more rotatable bonds, 

both methods take about the same time to do E50 evaluations.

CONCLUSIONS

This work describes AUTODOCK-GPU, an OpenCL-accelerated version of AUTODOCK4 

running on GPUs, enhanced with the ADADELTA gradient-based method used for local 

search. The energies calculated by AUTODOCK-GPU agree within 0.01/0.02 kcal/mol to those 

of AUTODOCK4.2.6. We observed better algorithmic performance and a significant runtime 

speedup.

Algorithmic performance refers to the number of score evaluations required to achieve a pre-

defined level of solution quality. The quality is measured by the score defined by the 

AUTODOCK4 scoring function, together with the RMSD from the native pose. Based on our 

experiments, the algorithmic improvement of ADADELTA over Solis-Wets increases with 

the number of rotatable bonds. For a ligand with three or four rotatable bonds, the 

algorithmic performance of both local-search methods is similar. For a ligand with 12 

rotatable bonds, ADADELTA finds correct solutions with 6-fold fewer evaluations than 

Solis-Wets. For a ligand with 20 rotatable bonds, we estimate this reduction to be 23-fold.

On GPUs, the time spent in a single ADADELTA evaluation is 4x – 16x larger than in one 

Solis-Wets evaluation. This is because ADADELTA requires the calculation of gradients, 

which is computationally more expensive and more difficult to parallelize. Therefore, for 

ligands with a small number of rotatable bonds, the algorithmic advantage of ADADELTA 

might not outweigh its increased computational cost. Taking into account both the time spent 

per evaluation, as well as the number of evaluations required to produce correct solutions, 

we estimate that Solis-Wets is better for ligands with seven or fewer rotatable bonds, while 

either method performs equally well for ligands with eight or more rotatable bonds. We 

anticipate that the time spent per evaluation by both ADADELTA and Solis-Wets will 

improve over time reducing the gap between the two, therefore preference for either local-

search method will then need to be reevaluated. Further development work is on-going to 

improve the parallelization of the gradient calculation on GPU platforms, with contributions 

from NVIDIA and Oak Ridge National Laboratory.

While previous attempts have been made to port the AUTODOCK4 engine to different 

accelerators, the level of speedup reported here is unprecedented. In order to benefit from 
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highly parallel architectures, such as that of GPU accelerators, it was necessary to perform 

major refactoring of the data workflow and processing, which where essentially re-designed 

from scratch in order to exploit multiple levels of paralellism. The resulting docking engine 

can achieve speedups ranging between ~2x and ~350x over single-threaded AUTODOCK4, 

depending on the hardware specifications of the accelerator platform, and the local-search 

method. Factors such as the number of ligand atoms also affects runtime speedups, with 

larger ligands yielding higher speedups for Solis-Wets, but lower speedups for ADADELTA. 

Interestingly, it was found that on accelerator platforms such as multicore CPUs, speedups 

were reduced by the ligand size (i.e. ligand atoms), but not by the local search method used. 

This is probably due to less effective parallelization of fine-grained tasks on CPUs, with 

their reduced number (compared to GPUs) of available processing elements (cores). We 

found that such tasks can be parallelized more effectively on GPUs, with their many (in the 

order of thousands) fine-grained processing elements.

The accelerator platforms tested in this study were commercial GPUs from different vendors 

(NVIDIA and AMD) that ranged from low- to high-end devices. Using GPUs with such 

different computing capabilities allows potential users to estimate the performance of 

AUTODOCK-GPU on systems similar to those available at their sites. The performance is 

expected to improve when new and more powerful hardware will be made available. 

Furthermore, we leveraged the portability of OpenCL by using AUTODOCK-GPU on general-

purpose multicore CPUs and showing that it is still able to provide scalable performance 

gains. This could be beneficial in research settings where high-end GPUs are not available.

The improvements reported here are significant in terms of computational efficiency. 

Recently, we used an earlier version of AUTODOCK-GPU to predict the binding mode of 

BACE-1 inhibitors, while sampling macrocycle conformations on-the-fly during docking, as 

part of the fourth D3R Grand Challenge59,60. The improved search algorithms and GPU 

parallelization were important to tackle the complexity of BACE-1 inhibitors.

The AUTODOCK-GPU engine is being ported to the IBM’s World Community Grid11, where 

it will be powering the OpenPandemics - COVID-19 project61 to search for inhibitors of the 

SARS-CoV2 viral proteins. The engine will then be available also to the other projects that 

use the current AUTODOCK4 engine for their virtual screenings. The engine has been used 

also on another COVID-19 project, in collaboration with NVIDIA and Oak Ridge National 

Laboratory62 to screen an ultra-large library of one billion compounds against SARS-CoV2 

targets in less than 24 hours. For consumer GPUs, such as the NVIDIA GTX 1080, we 

estimate that docking one molecule takes between 2 and 40 seconds per GPU card, 

translating into 2 to 40 thousand ligands per day per GPU.

Ultimately, AUTODOCK-GPU enables fast calculations with the AUTODOCK4 scoring function, 

which facilitates the docking of very large libraries of molecules, but also modeling of 

molecules of increasing size and complexity.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Fig. 1. 
A population processed by a LGA run (RunID) can be decomposed into their individuals, 

and each individual (IndID) can be mapped onto a work-group (WGID). The entire set of 

work-groups is distributed by the GPU runtime scheduler over the available Q compute units 

(CUs). A CU is a multi-threaded hardware unit capable of processing one work-group 

(composed of L work-items) at a time. The runs, individuals, and fine-grain tasks are colored 

according to their associated level of parallelism: high (blue), medium (red), and low 

(green).
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Fig. 2. 
The overall AUTODOCK-GPU workflow consists of a sequence of host (H) and device (D) 

functions. Program execution always starts and finishes in host functions (depicted at the left 

side). Time-consuming functions, i.e., kernels, are executed iteratively on the device 

(depicted at the right side), while their termination is controlled by the host.
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Fig. 3. 
Distribution of scores returned by LGA runs with increasing number of evaluations (local-

search: ADADELTA; local-search rate: 100%). Each violin plot represents scores from 100 

LGA runs, and is colored by the input conformation of the ligand used. The global minimum 

was identified for the protein-ligand complex represented in the upper panel (PDB ID: 

1hvy), but not for the complex in the bottom panel (PDB ID: 7cpa) because the distribution 

of scores did not converge towards a lower bound.
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Fig. 4. 
Runtime speedups of AUTODOCK-GPU (on various GPUs) with respect to AUTODOCK4 on a 

single CPU core. The number of LGA runs is 100, and the number of evaluations is 

2,048,000.
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Fig. 5. 
Performance scalability (left) and resource-utilization efficiency (right), both in terms of the 

number of CPU cores. The number of LGA runs is 100, and the number of evaluations is 

2,048,000. For each ligand-receptor complex, same program commands were executed on 

all three CPU instances.
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Fig. 6. 
Time per evaluation in AUTODOCK-GPU and AUTODOCK4. Note that each subplot has a 

different scale for the y-axis. The red lines are third-degree polynomial fits. These fits were 

used to interpolate the time per evaluation reported in Table 2.
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Fig. 7. 
Time per evaluation speedup of AUTODOCK-GPU (on GTX 1080 Ti and Vega 56 GPUs) over 

AUTODOCK4 (on a single CPU core of an AWS c5.18x instance). Note that each subplot has a 

different scale for the y-axis.
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Fig. 8. 
Fraction of successful LGA runs as a function of the number of score evaluations, using 

Solis-Wets and ADADELTA as local-search methods. The upper plots correspond to an easy 

search problem with only four rotatable bonds (PDB ID: 1tow), while the bottom plots 

correspond to a moderately difficult ligand with eight rotatable bonds (PDB ID: 1y6b). 

According to the score criterion, an LGA run is successful if it reports a pose within 1.0 

kcal/mol from the global optimum. The black line is a fitted sigmoid curve (Equation 10) 

that estimates E50, which is the number of evaluations at which 50% of LGA runs are 

successful. The dashed orange lines are a visual representation of E50 values.
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Fig. 9. 
Dependency of E50 on the number of ligand rotatable bonds Nrot for Solis-Wets and 

ADADELTA local-search methods. The LS rate is 6% in the top row, 25% in the middle 

row, and 100% in the bottom row. The horizontal dashed lines correspond to the lower and 

upper limits of the number of evaluations used for calculating E50 values.
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Fig. 10. 
E50 values for ADADELTA and Solis-Wets using 100% LS rate. Each marker represents a 

protein-ligand complex and is color-coded by the number of rotatable bonds in the ligand. 

The horizontal and vertical dashed lines correspond to the lower and upper limits of the 

number of evaluations used for calculating E50 values.
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Fig. 11. 
Time needed to perform E50 evaluations, using either ADADELTA (x-axis) or Solis-Wets (y-

axis). The local search rate was 100%. For a given protein-ligand complex, time-to-E50 is 

the product of E50 by the corresponding time spent per evaluation. Here, evaluation rates 

were collected on the Vega 56 GPU platform.
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Table 2.

Time per evaluation (in microseconds) for different GPU platforms and varying number of ligand atoms. Data 

reported here is interpolated by polynomial fitting as shown in Figure 6.

Time per evaluation (microseconds)

Solis-Wets ADADELTA

# Ligand atoms 20 40 80 20 40 80

NVIDIA M2000 0.13 0.36 1.14 0.52 3.09 20.54

NVIDIA GTX 980 0.04 0.11 0.33 0.23 1.16 6.37

AMD Vega 56 0.03 0.07 0.22 0.15 0.77 4.50

NVIDIA GTX 1080 Ti 0.02 0.05 0.15 0.13 0.58 2.90

NVIDIA TITAN V 0.01 0.02 0.07 0.06 0.19 0.67

AUTODOCK4 3.66 10.64 34.58 - - -
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