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Abstract 

We conducted a systematic literature review to assess how conversational agents have been used to facilitate chronic 
disease self-management. The Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) 
framework was used. Literature was searched across five databases, and we included full-text articles that contained 
primary research findings for text-based conversational agents focused on self-management for chronic diseases in 
adults. 1,606 studies were identified, and 12 met inclusion criteria. Outcomes were largely focused on usability of 
conversational agents, and participants mostly reported positive attitudes with some concerns related to privacy and 
shallow content. In several studies, there were improvements on the Patient Health Questionnaire (p<0.05), 
Generalized Anxiety Disorder Scale (p=0.004), Perceived Stress Scale (p=0.048), Flourishing Scale (p=0.032), and 
Overall Anxiety Severity and Impairment Scale (p<0.05). There is early evidence that suggests conversational agents 
are acceptable, usable, and may be effective in supporting self-management, particularly for mental health.  

Introduction

Sixty percent of U.S. adults have chronic diseases, such as hypertension and diabetes1, which are 86%2 of the $2.6 
trillion in annual health care expenditures in the U.S.3 Chronic diseases can be controlled through self-management, 
which refers to an individual’s ability to manage symptoms, treatments, physical and psychosocial consequences of 
diseases, and lifestyle changes4. Successful self-management requires sufficient knowledge of the disease and the 
necessary skills to manage and prevent complications, slow disease progression, and improve health outcomes4. Given 
the near ubiquity of mobile phones with 96% of U.S. adults owning a mobile phone and 81% owning a smartphone 
in 20195, mobile health (mHealth) approaches to facilitate self-management are a promising supplement or alternative 
to traditional programs. In particular, short message service (SMS) interventions have shown improvements across a 
range of self-management behaviors, such as medication adherence, smoking cessation, and physical activity6-9. 
Patients have reported SMS apps to be highly acceptable and easy to use, though receiving tailored text messages in 
real-time could improve the user experience10,11. This suggests that conversational interfaces, which can provide 
automated two-way communication and evidence-based tailored responses, may have potential advantages over 
current self-management interventions.  

Conversational agents, also known as dialogue systems or chatbots, are systems that communicate with users in natural 
language (text or speech) and can complete specific tasks or mimic “chat” characteristics of human-human 
interactions12. Conversational agents have the ability to mirror a therapeutic process, such as cognitive behavioral 
therapy or motivational interviewing13. This could promote goal setting, positive feedback, self-monitoring, 
overcoming obstacles to self-management, and education, which are important components in chronic disease self-
management. Text-based  conversational agents can engage users about sensitive or stigmatized topics and have the 
ability to show empathy, which can help to alleviate negative symptoms or emotions14,15. For example, a 
conversational agent could be paired with wearable devices to detect the onset of a disease exacerbation and provide 
the user with appropriate therapy to help manage their symptoms16.  

Conversational syntax and semantics could also reveal rich linguistic information about the user, which may allow for 
a better understanding of the person’s health status15. Given the potential to deliver self-management components 
through a conversational agent, the objective of this systematic review was to assess how text-based conversational 
agents have been used for chronic disease self-management. 
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Methods 

Search Strategy. The Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines 
were used as a framework17. The literature search was conducted within five electronic databases (PubMed, Scopus, 
Embase, Cumulative Index to Nursing and Allied Health Literature, and Association for Computing Machinery Digital 
Library). We prioritized sensitivity over specificity to ensure that all potentially relevant studies were included. The 
search was limited to papers published prior to the search date of October 1, 2018. Search terms included variations 
of: “conversational agent, virtual coach, chatbot, dialogue system, and health.” Search terms could appear anywhere 
in the title, abstract, or keywords. Bibliographies of included publications were also searched to identify additional 
relevant literature. All studies were imported from EndNote X8 into Covidence systematic review software to screen 
studies. Duplicate studies across databases were removed.  

Eligibility Criteria. The seven inclusion criteria were: (1) full-text journal articles or conference proceedings, (2) 
published in English, (3) contained primary research findings, and (4) included a text-based conversational agent in 
(5) the context of self-management for (6) chronic diseases in (7) adults 18 years and older. Editorials, letters, design
papers, conference abstracts, and study protocols were excluded.  For this study, “conversational agent” was defined
as an autonomous system that can communicate with users bi-directionally in text12. Thus, automated text messages
for reminders or appointments and question and answer systems were not considered conversational agents. Since the
focus was on text-based conversational agents, only studies that contained agents with both text-based input and output
were included, though the system could also contain speech-based input or output. “Wizard of Oz” studies, which
involved a human simulating the response of the system, were included since these studies could potentially reveal
valuable information about the nature of interaction and functionalities of the system in relation to self-management.

Self-management was defined as an individual’s ability to manage symptoms, treatments, physical and psychosocial 
consequences, and lifestyle changes4. We adapted the list of self-management skills from Lorig et al (2003), which 
has been used in numerous studies and in the Stanford Chronic Disease Self-Management Program18,19. Studies that 
did not contain at least one of these self-management skills were excluded. We included conversational agents targeted 
towards one or more of the 19 chronic diseases defined by the Centers for Medicare and Medicaid Services20. Because 
chronic diseases are defined as conditions that last longer than one year, we also included additional prevalent 
conditions and populations where self-management is important that were not in the Centers for Medicare and 
Medicaid Services list, such as obesity and mental health conditions (post-traumatic stress disorder, substance 
use/addiction). We also included studies for older adults who often have chronic diseases. 

Study Selection. Two reviewers (AG, ZX) independently rated each title and abstract as “potentially relevant” or “not 
relevant” based upon the abstract potentially meeting the inclusion criteria. Then, each reviewer examined the full-
text of the studies rated as “potentially relevant” and applied the inclusion criteria again. Any disagreements were 
discussed with an adjudicator (AC). Cohen’s kappa statistic21 was calculated to measure inter-rater agreement between 
each reviewer for screening and full-text review. 

Data Extraction and Synthesis. One reviewer (AG) extracted data from the abstract, main text, and supplemental 
material into a standardized form, and another reviewer (ZX) examined the form for accuracy. Chronic diseases were 
grouped into mutually exclusive categories based on the primary disease or population the conversational agent was 
targeted towards. Self-management skills and attributes of the conversational agent were grouped into one or more 
categories based on the description of the conversational agent provided in the study. The extracted data were cross 
tabulated to show a comparison of key concepts across studies. 

Risk of Bias. We assessed the risk of bias within each study using the Agency for Healthcare Research and Quality 
internal validity quality evaluation form22. One reviewer (AG) evaluated and rated each study’s risk of bias as good, 
fair, or poor, and another reviewer (ZX) reviewed the form for consistency. We did not assess the validity of the 
literacy measurement used in each study as there was limited data across studies22. 

Results 

Study Selection. 2,422 studies were identified from the database search, and 1,606 studies were screened after 
removing duplicates. 82 studies were included in the full-text review, and 12 studies were included in the final review, 
which was comprised of 12 unique conversational agents (see Figure 1). The kappa statistic for title and abstract 
screening was 0.94 (strong agreement) and 0.75 (moderate agreement) for full-text screening. 
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Figure 1. PRISMA diagram. 
*The three studies were included through a review of reference citations from primary studies.

Study Characteristics. The final review included studies23-34 published from 2012-2018 from seven countries. There 
was a range of study designs and methodologies, including five randomized controlled trials, five quasi-experimental 
studies, and two non-experimental studies (see Table 1). The majority were pilot studies and study duration ranged 
from two weeks to four months. The total number of participants ranged from 10 to 401, and participant ages were 
between 18 and 92 years. 

Table 1. Study methodology and outcomes of reviewed studies. 

Study Study Design and Methodology Participant Characteristics Outcomes 

Baskar et al, 
201523 

Quasi-experimental + interviews 
11 older adults and 2 health 
professionals played the role of a 
fictitious persona while 
interacting with the agent for ~10 
minutes followed by an interview. 

Age: N/A 
Gender: 55% female 
Race: N/A 
Baseline Clinical 
Characteristics: N/A 

• Attitudes, perceptions
• Usage

Elmasri et 
al, 201624 

Quasi-experimental + interviews 
17 participants interacted with the 
agent to explore their alcohol 
consumption for ~10 minutes 
followed by a survey and 
interview. 

Age: 18-25  
Gender: 41% female 
Race: N/A 
Baseline Clinical 
Characteristics: <5 drinks/day 

• Attitudes, perceptions
• Client Satisfaction Survey
• Usage

506



Table 1. Study methodology and outcomes of reviewed studies, continued. 

Study Study Design and Methodology Participant Characteristics Outcomes 

Fitzpatrick 
et al, 201726 

RCT 
70 participants were randomly 
assigned to Woebot or directed to 
a National Institute of Mental 
Health ebook for 2 weeks. 
Surveys were completed at 
baseline and post-intervention. 

Age: 18-28 
Gender: 67% female 
Race: 79% Caucasian 
Baseline Clinical 
Characteristics: 46% had 
moderately-severe or severe 
PHQ-9 depression scores; 74% 
had severe GAD-7 anxiety 
scores 

• Patient Health Questionnaire
(PHQ)-9 (p=0.017)

• General Anxiety Disorder (GAD)-7
Scale (p=0.004)

• Positive Affect Schedule (p=0.951)
• Negative Affect Schedule (p=0.80)
• Satisfaction (p<0.001)
• Usage
• Knowledge

Gaffney et 
al, 201325 

RCT 
48 participants were randomly 
assigned to MYLO or ELIZA to 
discuss a current problem for ~20 
minutes. Surveys were completed 
at baseline, post-intervention, and 
2-week follow-up.

Age: 18-32 
Gender: 79% female 
Race: N/A 
Baseline Clinical 
Characteristics: N/A 

• Resolution ratings (p<0.05)
• Helpfulness ratings (p<0.05)
• Depression and Anxiety Stress

Scale (p=0.36)
• Distress (p=0.13)
• Usage

Kazemi et 
al, 201427 

Focus groups 
26 participants were placed into 
one of four focus group sessions 
to determine their views of 
mHealth technology to deliver an 
alcohol-related intervention. 

Age: 18-20 
Gender: 73% female 
Race: 70% Caucasian 
Baseline Clinical 
Characteristics: N/A 

• Attitudes, perceptions

Ly et al, 
201728 

RCT + interviews 
28 participants were randomly 
assigned to Shim or a wait list 
control group for 2 weeks. 
Surveys were completed at 
baseline and post-intervention. 9 
participants from the intervention 
group were selected for a semi-
structured interview. 

Age: 20-49 
Gender: 54% female 
Race: N/A 
Baseline Clinical 
Characteristics: N/A 

• Flourishing Scale (p=0.032)
• Perceived Stress Scale (p=0.048)
• Satisfaction With Life Scale

(p=0.10)
• Attitudes, perceptions
• Usage

Schroeder et 
al, 201829 

RCT 
84 participants were randomized 
into two messaging groups (semi-
personalized messages or non-
personalized messages). 
Participants completed weekly 
surveys over the 4-week study. 

Age: 18-63 
Gender: 89% female 
Race: N/A 
Baseline Clinical 
Characteristics: 83% had an 
anxiety disorder on the Overall 
Anxiety Severity and 
Impairment Scale; 68% had 
moderate to severe range of 
depression on PHQ-9 

• Overall Anxiety Severity and
Impairment Scale (p<0.05)

• PHQ-9 (p<0.01)
• System Usability Scale
• Usage

Stein et al, 
201730 

Quasi-experimental 
159 participants interacted with 
Lark for up to 16 weeks followed 
by a survey. 

Age: 18-76  
Gender: 75% female 
Race: N/A 
Baseline Clinical 
Characteristics:  
BMI>25kg/m2 

• Weight loss
• Healthy meals logged
• Satisfaction
• Usage
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Table 1. Study methodology and outcomes of reviewed studies, continued. 

Study Study Design and Methodology Participant Characteristics Outcomes 

Tsiourti et 
al, 201431 

Focus group + interviews 
20 older adults and 14 health 
professionals participated in two 
focus groups and an interview to 
assess acceptance and 
expectations. 

Age: 65-92 
Gender: 65% female 
Race: N/A 
Baseline Clinical 
Characteristics: N/A 

• Attitudes, perceptions

van Heerden 
et al, 201732 

Quasi-experimental + interviews 
10 Participants interacted with 
Lwazi/Nolwazi for ~25 minutes 
and provided feedback. 

Age: 30 (average) 
Gender: 50% female 
Race: N/A 
Baseline Clinical 
Characteristics: N/A 

• Attitudes, perceptions
• Usage

Wang et al, 
201833 

Quasi-experimental 
401 participants were placed into 
WeChat groups with an agent or 
received smoking cessation tips 
over the 8-week study. 
Participants completed weekly 
surveys. 

Age: 33 (average) 
Gender: 40% female 
Race: N/A 
Baseline Clinical 
Characteristics: Smoked in the 
past 7 days 

• Smoking cessation
• Usage

Watson et 
al, 201234 

RCT 
70 participants were given a 
pedometer and randomly assigned 
to a conversational agent or 
access to website for 12 weeks. 
Surveys were completed at 
baseline and post-intervention.  

Age: 42 (average) 
Gender: 84% female 
Race: 76% Caucasian 
Baseline Clinical 
Characteristics: BMI between 
25-35kg/m2

• Step count (p=0.07)
• BMI (p=0.44)
• Attitudes, perceptions
• Usage

*Abbreviations: N/A: data not available in manuscript; RCT: randomized controlled trial; BMI: body mass index

Evaluation Measures. The majority of studies (10 of 12) evaluated usability, which was primarily measured by 
assessing users’ attitudes towards using the conversational agent through questionnaires, interviews, or focus groups. 
Across the studies, the majority of participants reported moderate to high satisfaction with the agents, although only 
two studies used a validated questionnaire to assess satisfaction specifically. These two studies found the average 
satisfaction of the intervention was 3.6 out of 4 using the Client Satisfaction Survey24 and 82 out of 100 on the System 
Usability Scale29. Several studies incorporated the perceptions of healthcare professionals who expressed concerns 
with the large amount of information presented to older adults, cautioned use due to the potential to reduce 
independence, and stated the importance of the chatbot guiding rather than directing older adults23,31. Ten studies 
evaluated usage of the agent, which was measured by the amount of time interacting with the agent or the number of 
sessions with the agent. For laboratory-based studies, participants interacted with the conversational agent on average 
between 10 to 26 minutes23-25,32. For non-laboratory based experimental studies, the majority of participants interacted 
with the agent at least 50% of the study period26,28-30. Seven studies evaluated clinical outcomes, which were primarily 
self-reported. There were significant improvements in the PHQ-9 (p<0.05)26,29, GAD-7 (p=0.004)26, Overall Anxiety 
Severity and Impairment Scale (p<0.05)29, Flourishing Scale (p=0.032)28, and Perceived Stress Scale (p=0.048)28 
among intervention groups. Only one study evaluated knowledge and found 100% of participants in the intervention 
group reported that they learned something new compared to 77% in the control group26.  

Conversational Agent Attributes. Conversational agents were focused on a variety of populations and chronic 
conditions such as depression25,26,28,29, substance use24,27,33, older adults23,31, diabetes30, overweight/obesity34, and 
HIV/AIDS32 (Table 2). The majority of conversational agents were targeted towards mental health and assisted with 
managing symptoms or problem solving by helping users cope with their emotions and teaching them how to respond 
if their feelings worsened24-29,33. For self-management skills, agents focused on skills such as maintaining a healthy 
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lifestyle23,24,27,28,30-34, managing symptoms26,29,32, talking with friends and family31-33, problem solving25,29,34, working 
with the care team31,32, participating in social activities27,33, managing medications31, and community resources27. The 
majority of conversational agents were chatbots23-31,33 and almost half used a frame-based system26,28-30,32 to keep track 
of information the user provided and information the system still needed.  

Most conversational agents had a mixed dialogue initiative25,26,28-30,33, thereby, allowing the user or system to lead the 
conversation. The majority of agents had a mobile app interface, which included custom apps or SMS platforms such 
as Telegram or WeChat26-28,30,32,33. Nearly all were based on theories for behavior change or contained evidence-based 
content24-30,32-34. Across studies, cognitive behavioral therapy was most commonly used to guide the language the 
agent used and the direction of the conversation based on the user’s utterances. Few described design principles used 
to develop the content or types of interactions, with only two studies reporting the use of human-centered design31 or 
the Integrate, Design, Assess, and Share (IDEAS) framework27,35. 

Table 2. Conversational agent attributes. 

Study 

Chronic 
Disease or 
Population Type 

Theoretical Framework or 
Evidence Base Self-Management Skills 

Baskar et al, 201523 Older Adults Chatbot 
(finite-state) 

N/A • Maintaining a healthy lifestyle

Elmasri et al, 
201624 

Substance Use Chatbot 
(finite-state) 

Alcohol Use Disorders 
Identification Test  

• Maintaining a healthy lifestyle 

Fitzpatrick et al, 
201726 

Depression Chatbot 
(frame-based) 

Cognitive behavior therapy • Managing symptoms

Gaffney et al, 
201325 

Depression Chatbot 
(finite-state) 

Perceptual control theory • Problem solving

Kazemi et al, 
201427* 

Substance Use Chatbot** Ecological momentary 
interventions, motivational 
interviewing, 
transtheoretical model of 
change 

• Maintaining a healthy lifestyle
• Community resources
• Participating in social activities

Ly et al, 201728 Depression Chatbot 
(frame-based) 

Cognitive behavior therapy • Maintaining a healthy lifestyle

Schroeder et al, 
201829 

Depression Chatbot 
(frame-based) 

Dialectical behavior therapy • Managing symptoms
• Problem solving

Stein et al, 201730 Diabetes Chatbot 
(frame-based) 

Cognitive behavior therapy, 
Diabetes Prevention 
Program 

• Maintaining a healthy lifestyle

Tsiourti et al, 
201431 

Older Adults Chatbot** N/A • Maintaining a healthy lifestyle
• Working with the care team
• Talking with friends and family
• Managing medications

van Heerden et al, 
201732 

HIV/AIDS Task-oriented 
(frame-based) 

CDC guidelines for HIV 
counseling in non-clinical 
setting 

• Maintaining a healthy lifestyle
• Managing symptoms
• Working with the care team
• Talking with friends and family

Wang et al, 201833 Substance Use Chatbot 
(finite-state) 

PubMed medical 
information retrieval dataset 

• Maintaining a healthy lifestyle
• Talking with friends and family
• Participating in social activities

Watson et al, 
201234 

Overweight or 
Obesity 

Task-oriented 
(finite-state) 

Behavioral and social 
cognitive theory 

• Maintaining a healthy lifestyle
• Problem solving

*Kazemi et al, 2018 was used to extract conversational agent attributes35.
**Dialogue management system was N/A.
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Risk of Bias. Risk of bias of one study was rated as good, five as fair, and six as poor. There was selection bias across 
studies with the majority using a convenience sample or not adequately describing participant characteristics. Of the 
six non-laboratory based experimental studies, participant completion ranged from 56 to 96%, and only three studies 
conducted an intent-to-treat analysis26,28,34. Measurement bias included self-reported measurements and questionnaires 
that were not valid or reliable, which may be due to the lack of established instruments to measure the quality of 
interactions with a conversational agent. Many studies did not assess potential confounders such as the participant’s 
duration of the condition, comorbidities, health literacy, motivation, and use of technology.  

Discussion 

Principle Findings. While limited, early evidence suggests that conversational agents are acceptable, usable, and may 
be effective in supporting patients in self-management of chronic diseases particularly for mental health conditions 
such as depression or substance use. Outcomes from reviewed studies were mainly evaluated on usability, usage, and 
self-reported clinical measurements. Overall, participants reported a positive attitude and moderate to high satisfaction 
with agents, but there were concerns for privacy, the potential to reduce independence, and for having repetitive or 
shallow content. There were improvements in several patient-reported outcome scores between the conversational 
agent intervention and control groups in several studies26,28,29. However, the lack of methodological rigor and 
heterogeneity in study design make it challenging to interpret results within and across studies.  

In this systematic review, we extended prior reviews by assessing the theoretical frameworks, features, content, and 
design principles of text-based conversational agents for self-management in those with chronic diseases. There was 
diverse content across the conversational agents. In contrast to the mHealth literature9,10, we found that the majority 
of conversational agents were based upon theoretical grounding. Agents primarily leveraged the self-management 
skill of maintaining a healthy lifestyle, but few provided information about community resources or assistance with 
managing medications. Similar to digital health solutions, conversational agents vary considerably, and it is unclear 
how their effectiveness may differ based on sociodemographic and clinical characteristics as these were not captured 
across all studies. Not surprisingly, very few studies reported using established design principles, such as participatory 
or user-centered design, and none used heuristic evaluation methods.  

Comparison to Prior Work. To our knowledge, there have been no systematic reviews on the use of conversational 
agents for chronic disease self-management, but other health-related reviews have been conducted with similar 
findings36-41. We found that the existing literature primarily contains small scale studies that focus on mental health 
conditions36-40. Many of these studies are in the development or pilot phase and do not contain samples that are 
generalizable across other populations. Study participants from research included in this review were predominantly 
young, female, Caucasian, and owned a smartphone, which is not necessarily representative of U.S. patients with 
chronic diseases. Excluding populations that may benefit the most from using these technologies, such as older adults 
or those with physical limitations, from design and usability studies could widen disparities. Despite our focus on 
chronic diseases, the longest study duration was only four months30, and no agents accounted for time since diagnosis 
to allow for more complex or nuanced interactions. Providing improved continuity and information to users comes 
with a tradeoff, as agent-based systems are computationally intensive and require more sophisticated natural language 
capabilities, large training datasets, and a deeper semantic representation. Ideally, sophisticated dialogue and user 
models that prioritize safety and efficacy and can handle natural language inputs should take into account the users’ 
goals, intentions, dialogue history, and context.  

In accordance with prior reviews, we also found that studies lacked a comprehensive understanding of patients’ 
needs37,38. Patients may require varying levels of support depending on sociodemographic characteristics, health 
status, and cultural factors, and these needs largely remain implicit and unaddressed in the existing body of 
research36,39. For example, patients with low intrinsic motivation may benefit more from human support than those 
motivated to work independently, and understanding user motivation could contribute to the optimal timing and type 
of support provided by conversational agents39. While there were no studies that explicitly assessed patient motivation, 
two studies measured levels of engagement or experience with technology at baseline25,31. These findings suggest the 
timing and nature of support and how individual characteristics affect one’s ability to self-manage health and use 
conversational technologies should be design considerations.  

Implications for Healthcare and Research. The use of conversational agents for chronic disease self-management 
also has a number of potential applications for clinical care and research. In clinical settings, conversational agents 
could facilitate social, emotional, relational, and task support that could connect users to health professionals, 
resources, information, and peers. However, safety protocols are needed prior to leveraging conversational agents in 
clinical care settings, particularly for agents with unconstrained natural language input capabilities42. For example, if 
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the system does not accurately understand the user’s input, it could provide inappropriate medical information which 
may result in an adverse outcome. Confirming user input, having a default fallback intent for out-of-domain utterances, 
or constraining user input to menu choices may mitigate some patient safety concerns. These tradeoffs must be 
considered for user experience, but balanced against the relative risks to patient safety. 

The field of health conversational agents, which lies at the intersection of computational linguistics and health 
informatics43, will likely accelerate with the adoption of conversational developer platforms, such as Amazon Lex44, 
Facebook Wit.ai45, Google Dialogflow46, and Microsoft Bot Framework47. As mobile phones become increasingly 
integrated into people’s lives, conversational agents will likely be deployable on new and existing mobile apps, such 
as social media, messaging platforms, or even other emerging technologies. However, many of these platforms do not 
meet the requirements of the Health Insurance Portability and Accountability Act (HIPAA) to protect health-related 
data, which is a potential limitation of implementing conversational agents for use in clinical care. Currently, Amazon 
Alexa is the only platform that provides a HIPAA-compliant environment to build apps that transmit and receive 
protected health information, though it is only available to select developers at this time48. Further, the Food and Drug 
Administration has not made an explicit statement regarding the level of enforcement for health-related conversational 
agents. It is likely that conversational agents would be regulated like mobile apps, where mobile app entities are not 
considered medical device manufacturers unless the app delivers care or makes care decisions49. In addition to 
regulatory and legal provisions, reimbursement mechanisms and the ability to incorporate actionable information from 
agents into the clinical workflow remains unexplored. Ethical concerns related to the use of assistive technologies, 
such as the quality of information, over-reliance, and potentially further exacerbating health disparities if user-centered 
design principles are not utilized, are also barriers to using conversational agents to support self-management. 

Limitations. This review has several limitations. We did not include voice-based conversational agents because they 
offer a different user experience than text-based agents15. Also, we only included the features, content, theoretical 
frameworks, and design principles of the conversational agents that were explicitly stated in the manuscripts, so it is 
possible that some of the characteristics may not be reflected in our review. We rated the majority of papers as poor 
or fair quality due to the lack of rigor in many of the studies, which suggests the conclusions may not be generalizable 
given the high degree of bias. Due to the heterogeneity of study designs, we could not assess the strength of evidence 
in a meta-analysis.  

Conclusions 

Given the growing burden of chronic diseases in the U.S., text-based conversational agents to support self-
management could assist patients to move beyond passively consuming information to actively engaging in disease 
management. Currently, conversational agents seem to have elementary dialogue management systems that do not 
take into account the users’ preferences, goals, or history, and the design may need to evolve to better meet user needs. 
The rich linguistic data generated from agents could also provide additional insights into the patient’s emotional or 
physical state, could facilitate decision making and self-management for the patient, and provide valuable information 
for the care team. At this early stage, there are only a few conversational agents that are targeted towards chronic 
diseases, and most are focused on depression and self-management through maintaining a healthy lifestyle. Future 
research should assess the influence of more sophisticated dialogue and interactions and leverage established user-
centered design principles to tailor agents to support self-management of chronic diseases. Additional investigation is 
needed to rigorously assess the characteristics of agents that may be most useful for self-management based on the 
user’s motivation and context, health status, and psychosocial attributes. Safety, privacy, ethical, and regulatory issues 
should also be addressed as conversational agents are implemented into real-world care settings. 
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