
COMMENTARY

Artificial intelligence (AI) is not entirely new to the 
medical field. We are accustomed to applying tools 

that have been developed with a varying degree of human 
and computer input in our clinical practice. Representa-
tive examples include handcrafted diagnostic algorithms 
to triage patients presenting with acute illness (1), sta-
tistically derived scores for osteoporotic fracture risk as-
sessment (2), and decision trees for the differentiation of 
benign and malignant ovarian masses (3). Common to 
all these tools is that changes to input parameters lead to 
predictable changes in model output, making them easy 
to interrogate and understand. More sophisticated, deep 
learning (DL)–based models employed in decision sup-
port systems have been implemented in clinical practice 
for the automated interpretation of electrocardiograms 
(4) and detection and classification of lesions on mam-
mography (5). Although DL-based models have exciting 
potential to solve complex problems, their black box ap-
proach faces skepticism despite advances in interpretabil-
ity and explainability (6).

The recent, widespread availability of hardware and 
software for the development of AI solutions for medi-
cine has inspired an exponential increase in publications. 

Data-rich medical specialties such as radiology have be-
come a particular focus of rapid development. However, 
there are ample scope and encouraging initiatives for AI to 
support the delivery of care from general practice, primary 
care, the emergency department, and specialist diagnostics 
to patient self-care (7).

This study by Tadavarthi and colleagues (8) has exam-
ined the market of AI-enabled image analysis solutions for 
radiology and provides recommendations for the evalua-
tion of AI tools before purchase. In their market study, the 
authors illustrate how most solutions are focused on high-
volume conditions. Unsurprisingly, many solutions focus 
on support for lesion detection and quantification rather 
than decision support for diagnosis and recommendations 
for management where regulatory stakes and hurdles are 
higher. Yet only a minority of solutions advertised at the 
Radiological Society of North America and Society of Im-
aging Informatics in Medicine annual meetings between 
November 2016 and June 2019 have received approval for 
the American or European market. This finding is indica-
tive of a rapidly developing field where, after years of purely 
scientific development, the first tools start undergoing 
consolidation, approval, and marketing. The sole focus on 
solutions advertised at North American conferences risks 
missing tools by smaller companies with lower marketing 
budgets and introducing a geographic bias. Indeed, sev-
eral other solutions have achieved Conformité Européenne 
marking or U.S. Food and Drug Administration (FDA) 
approval. Such approval or their equivalent in other territo-
ries is a precondition for the implementation of products, 
but it is by no means sufficient to identify clinically ben-
eficial and financially viable tools. Overall, the adoption 
of these algorithms into clinical practice is emerging, and 
further work is needed to transform the scientific enthusi-
asm for developing advanced AI tools with a broader scope 
into clinically workable solutions. For tracking the ongo-
ing market, surveys like this study (dating from November 
2019) date quickly, leaving a gap for a living review and 
other market watchers.

Tadavarthi et al contribute to a growing number of 
recommendations for the acquisition and adoption of AI 
solutions in medicine with a particular focus on radiol-
ogy (9). They raise important considerations to determine 
whether an AI tool is a viable solution for an individual 
service. In addition, one might want to consider the fol-
lowing criteria:
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1.	 How will the solution integrate into the current clini-
cal pathway?

a)	 Rule-in/rule-out/triage of patients
b)	 First reader/second reader
c)	 Equality of use case and approved use

2.	 How well will the algorithm generalize?
a)	 Comparability of patient demographics 

(age, sex, ethnicity) between testing dataset 
and intended patient cohort

b)	 Comparability of the clinical setting (screen-
ing, diagnostic, investigative, or therapeu-
tic setting) between testing dataset and 
intended use case

c)	 Evidence from monitoring programs and 
ongoing trials

3.	 Does the solution have a clinical and/or cost-benefit 
in real use?

a)	 Equivalent or improved diagnostic accuracy: 
sensitivity, specificity…

b)	 Overall cost-benefit: clinician time, reducing 
or increasing additional tests, overdiagnosis 
and overtreatment of indolent findings

Key to the adoption of AI algorithms discussed in the article 
is the ongoing review of a model’s performance before imple-
mentation and during use. Changing equipment, improving 
acquisition and reconstruction methods, and evolving patient 
demographics may change the diagnostic accuracy. The require-
ment for an ongoing performance review complicates the adop-
tion of AI-enabled tools for smaller, nonacademic providers and 
may require collaboration with the manufacturer or other pro-
viders. Continuous learning is not currently permissible under 
FDA regulations, and drifts in input data may lead to an increas-
ing bias in prediction over time, which can only be corrected 
once a new version gains approval. However, continuous learn-
ing risks leading to bias and poor performance if an existing al-
gorithm is trained on new, low-quality, and poorly labeled data. 
Most worrying, the institution itself will not notice a decline in 
performance due to poor ground truth labels (10). Ultimately, 
the postmarket performance in the field will determine the clini-
cal value of AI solutions. With the introduction in Europe of the 
Medical Devices Regulation, beginning in 2021, manufacturers 
must track postmarket performance, off-label use, and adverse 
events systematically.

Tadavarthi et al suggest acquiring licenses that would allow 
expanding the application of models beyond their intended use. 
This advice is potentially unsafe outside an appropriate research 
setting. Researchers and clinicians should seek advice on the le-
gal aspects of off-label use and investigational use permissions 
from regulatory authorities and ethics commissions where ap-
propriate. Off-label use may result in unpredictable outputs and, 
as with algorithm validation and performance monitoring, vali-
dation for another indication requires a large, sufficiently diverse 
dataset to start with.

The authors recognize that the adoption of AI solutions 
in radiology is determined largely by the economic value 
they can create for a department. Therefore, support for 
the time-consuming tasks of screening, segmentation, and 

quantification is likely to penetrate the market most easily. 
However, one also should bear in mind that value to the pa-
tient, the health care system, and society might require addi-
tional investment in radiologic diagnostic tools if cost savings 
can be realized downstream in the care pathway or at a societal 
level. Therefore, health care systems will face the challenge of 
incentivizing the development and use of AI tools where they 
are overall beneficial while avoiding subsidizing tools that in-
crease the cost of unnecessary workup at little or no benefit 
to patients, as with the first generation of computer-aided 
detection in breast imaging (11). Solutions that improve the 
quality of radiologic diagnosis without generating immediate 
financial benefit are less likely to permeate the mass market 
rapidly. Nonetheless, their potential to promote health equity 
through increasing diagnostic quality and consistency in non-
subspecialized settings could profoundly improve the overall 
performance of a health care system. Therefore, noncommer-
cial stakeholders should pursue research and publication of 
socially desirable AI solutions.

Tadavarthi et al have highlighted some of the technical, reg-
ulatory, economic, and behavioral hurdles that AI-enabled di-
agnostic support systems need to overcome before widespread 
clinical adoption. However, we don’t need to look far for AI tools 
that could find a quicker entry into radiology departments. At 
CT, patient positioning and examination planning contribute 
significantly to the total examination time; suboptimal imaging 
is a source of diagnostic errors and repeat examinations in any 
modality. Similarly, image reconstruction could see rapid adop-
tion of AI algorithms to reduce the scan time, reduce contrast 
material doses, and increase image quality at MRI or for dose 
reduction at CT.

AI has reached health care, and radiology in particular, and 
it is here to stay. Careful evaluation and adoption of AI-based 
tools will allow radiologists to pioneer the transition toward AI-
enabled, patient-centric health care delivery. In collaboration, 
radiology researchers, health care providers, industry partners, 
and policymakers have the potential to realize the promise of 
AI to provide equal access to high-quality care, overcome the 
challenge of ongoing performance monitoring, and achieve the 
development of socially beneficial AI solutions.
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