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ABSTRACT:
A triple beamformer was developed to exploit the capabilities of the binaural auditory system. The goal was to

enhance the perceptual segregation of spatially separated sound sources while preserving source localization. The

triple beamformer comprised a variant of a standard single-channel beamformer that routes the primary beam output

focused on the target source location to both ears. The triple beam algorithm adds two supplementary beams with

the left-focused beam routed only to the left ear and the right-focused beam routed only to the right ear. The rationale

for the approach is that the triple beam processing exploits sound source segregation in high informational masking

(IM) conditions. Furthermore, the exaggerated interaural level differences produced by the triple beam are well-

suited for categories of listeners (e.g., bilateral cochlear implant users) who receive limited benefit from interaural

time differences. The performance with the triple beamformer was compared to normal binaural hearing (simulated

using a Knowles Electronic Manikin for Auditory Research, G.R.A.S. Sound and Vibration, Holte, DK) and to that

obtained from a single-channel beamformer. Source localization in azimuth and masked speech identification for

multiple masker locations were measured for all three algorithms. Taking both localization and speech intelligibility

into account, the triple beam algorithm was considered to be advantageous under high IM listening conditions.
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I. INTRODUCTION

The “cocktail party problem” (CPP) has received con-

siderable attention in speech and hearing science literature

for more than 70 years (see Middlebrooks et al., 2017, for a

series of recent reviews). One part of this broad and com-

plex problem concerns the increased difficulty experienced

by certain subgroups of the general population in typical

multisource/multitalker listening situations and consider-

ation of what can be done to enhance communication under

those conditions. Even among young adult listeners with

normal hearing (NH) and cognitive abilities, there exists a

considerable range of performance in speech-on-speech

(SOS) masking conditions (e.g., Swaminathan et al., 2015;

Clayton et al., 2016). This variability across NH listeners in

communication performance in SOS masking conditions

stands in contrast to that usually found for performance in

speech-on-noise masking conditions, which tend to be much

less variable both within and across subjects (e.g., Kidd

et al., 2014). The reasons for the wide range of performance

found in SOS masking for young NH listeners are complex,

and this topic continues to be of great interest to speech

communication researchers (e.g., see the review in Kidd and

Colburn, 2017). Increasing age can adversely affect SOS

masking performance even when hearing is normal or typi-

cal for a given age (e.g., Helfer and Freyman, 2008; Ellinger

et al., 2017). Sensorineural hearing loss is known to

adversely affect SOS masking performance (e.g., Marrone

et al., 2008b; Best et al., 2011; Best et al., 2013) with higher

masked thresholds and less benefit from masking release

conditions often observed even when frequency specific

amplification is provided to compensate for the hearing loss

(e.g., Marrone et al., 2008b; Kidd et al., 2019). Certain non-

peripheral disorders that affect selective attention may also

manifest as poorer than normal performance in SOS or

speech-on-noise masking (e.g., Hoover et al., 2017; Villard

and Kidd, 2019). Efforts to enhance the communication per-

formance of those persons who exhibit particular difficulty

in CPP listening situations have largely focused on assisting

listeners with hearing loss. This enhancement is usually

achieved by fitting a hearing aid on one or both ears in an

attempt to compensate for reduced audibility. For the other

subgroups of the population who have difficulty solving the

CPP but possess NH sensitivity, the options are more limited

and usually involve mitigation of the difficulties using strat-

egies such as managing the acoustic environment, making

better use of visual cues, etc., and, less frequently, mild-gain

amplification (e.g., Roup et al., 2018). The wide range of

performance raises the possibility that some listeners with

NH sensitivity may obtain a benefit from technology

designed to enhance communication abilities in multiple-

source listening situations.
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Improving audibility is usually the implicit goal of

amplification. Directional amplification aims to improve the

audibility of target sounds more than competing sounds

(i.e., improving signal-to-“noise” ratio, S/N) by differen-

tially amplifying sounds from a particular azimuth and

attenuating sounds from other azimuths. However, although

it is clear that improving the S/N is strongly correlated with

improvements in masked speech intelligibility, there can be

other factors that contribute significantly to solving the CPP

as well. Specifically, the ability to perceptually segregate

the sound sources may be the key to reducing masking when

multiple talkers compete with a target talker and create a

high level of “informational masking” (IM; see Kidd et al.,
2008a). For example, suppose the target talker is masked by

two other nearby talkers, one on either side of the target. It

has been shown that target speech reception performance is

not governed simply by the acoustic S/N (where the “signal”

in this case is the target speech and the noise is the masking

speech1) and may depend on many nonacoustic factors. This

is easily demonstrated in the laboratory simply by time

reversing the speech of the masker talkers. Without altering

the S/N, the intelligibility of the target speech may improve

significantly (cf. Kidd et al., 2016). Or, in a similar vein, if

the speech from the competing maskers is spoken in a lan-

guage that is unfamiliar to the listener and different from the

familiar target speech, or is spoken with an unfamiliar

accent, a significant improvement in target speech intelligi-

bility can result (e.g., Freyman et al., 2001; Calandruccio

et al., 2010; Brouwer et al., 2012; Calandruccio et al., 2014)

compared to intelligible speech at the same level. Other sim-

ilar examples related to linguistic or source segregation/

selection variables have been reported. These factors gener-

ally fall under the broad category of IM (in contrast to ener-

getic masking, EM, due to spectrotemporal overlap of

sounds; cf. review in Culling and Stone, 2017). Although

improving the S/N is usually (cf. Brungart et al., 2001) cor-

related with improving speech recognition performance

regardless of the nature of the masking environment, i.e.,

whether it is dominated by EM or IM, the logic underlying

the emphasis on improving the S/N without regard to other

factors (discussed below) is deeply rooted in the goal of

reducing the EM (e.g., Kidd et al., 2008a). However, in many

cases, reducing the IM could yield a substantial performance

advantage as well. This begs the question, though, as to how

an amplification strategy might be devised to reduce the IM

in realistic listening situations. In this study, we examined a

means for improving the S/N in a multiple-talker sound field

while also enhancing the perceptual segregation of sound

sources that can lead to a reduction in the IM.

Normally, there are many cues that can reduce masking

in multitalker listening situations and may potentially be

exploited by hearing aids. Of these various cues, those that

arise from the different locations of competing sound sour-

ces have received particular attention in the literature, in

part, because those factors were a focus of much of the orig-

inal, seminal work on the CPP (e.g., Cherry, 1953; Pollack

and Pickett, 1958; Schubert and Schultz, 1962; Carhart,

1969a,b). Differences in sound source location create differ-

ences in the time of arrival and level of sounds at the two

ears so that the ability to exploit binaural processing is often

considered to be a major determinant of success in multiple-

source communication conditions. Of the various signal

processing strategies for providing amplification, a single

channel beamformer may be particularly effective in

improving the S/N, especially if it can be rapidly directed

toward the target source and if the focus of the beam

(referred to as the “acoustic look direction”) may be redir-

ected when the location of the target source changes (e.g.,

during turn-taking in conversation, e.g., Best et al., 2016;

also, Doclo et al., 2008; Kidd et al., 2013; Adilo�glu et al.,
2015; Favre-Felix et al., 2018; Hladek et al., 2018).

The present study examines one particular approach to

amplification that combines a standard beamformer—

intended to improve the S/N when directed toward a target

source—with a system incorporating two supplemental

beamformers aimed at other directions. These side beams,

which may actually reduce the S/N reaching the listener in

some conditions, are intended to exploit binaural processing

to enhance the perceived source segregation of the target

and maskers. This triple beam approach, which was initially

described by Jennings and Kidd (2018) and has subse-

quently been used in a study of listeners fitted with cochlear

implants (Yun et al., 2019), exaggerates interaural level dif-

ferences (ILDs) at the two ears to provide both source segre-

gation and the ability to localize the different sources. The

basic idea of enhancing target separation through binaural

beamforming has precedent in the literature (e.g., Bissmeyer

and Goldsworthy, 2017) and has found some success both

with users of hearing aids (e.g., Lotter and Vary, 2006;

Rohdenburg et al., 2007; Moore et al., 2016) and those with

cochlear implants (e.g., Baumg€artel et al., 2015; Dieudonn�e
and Francart, 2018; Williges et al., 2018). The current inves-

tigation takes a parametric approach to characterizing this

triple beam amplification scheme using listeners with NH in

a laboratory setting. The tasks of the listener involved SOS

masking as the competing talkers (maskers) were varied in

azimuth surrounding the target talker and judging the loca-

tion of individual sound sources in azimuth. The focus is on

the relationship between the position of the masking sources

relative to the target and the orientation of the two side

beams. Understanding the functional consequences of the

relationship between source location and side beam orienta-

tion—which underlie the interaural differences produced by

the triple beam—is key to determining the conditions under

which the triple beam approach may be beneficial. Finally,

we consider an overall metric of a benefit that takes into

account the performance observed in both SOS masking and

source localization tasks.

II. GENERAL METHODS

Two separate experiments will be presented. The methods

common to both experiments are described in this section

while the procedures that were specific to each experiment are

described under separate headings below.
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A. Subjects

There were a total of six listeners, all female with NH

as determined by a standard audiometric assessment (hear-

ing thresholds at or below 20 dB Hearing Threshold Level

(HTL) at octave frequencies from 250 to 8000 Hz). The sub-

jects ranged in age from 18 to 26 years old [M¼ 21.3, stan-

dard deviation (SD)¼ 2.7]. All listeners reported U.S.

English as their first and primary language. Five of the six

subjects indicated on the self-report information form that

they are musicians.

B. Stimuli

The speech materials were single words from a matrix

identification test (Kidd et al., 2008b) constructed in a man-

ner that parallels other similar speech matrix tests (e.g.,

Hagerman, 1982; Bolia et al., 2000). There were five syntac-

tic categories (name, verb, number, adjective, and object) in

the test with eight exemplars in each category. Each speech

exemplar was recorded from 11 different female talkers. For

the SOS masking experiment (experiment 1), each test stimu-

lus was a syntactically correct five-word sentence comprising

a random selection of words, one from each category

(excluding the name designating the target sentence). An

example would be “Sue found three big shoes.” Two other

five-word sentences constructed in a similar manner were

presented concurrently with the target sentence. These

masker sentences were independent, mutually exclusive

selections from the same matrix of words also presented in

syntactically correct order. Other than the name “Sue,” which

always designated the target sentence, all of the words were

chosen at random without replacement on every trial. On

each trial, 3 different talkers were selected at random from

the set of 11 talkers to be the target and the 2 maskers. This

random selection process—an independent, mutually exclu-

sive selection of 3 of the 11 talkers—occurred for every trial.

For the single-source localization experiment (experiment 2),

the stimuli were single words randomly selected on each trial

from the matrix corpus and the set of 11 talkers.

C. Apparatus

All stimuli were presented binaurally through

Sennheiser HD280 Pro headphones (Sennheiser Electronic

GmbH and Co. KG, Wedemark, Germany). The computer-

generated waveforms were digital-to-analog converted at a

rate of 44.1 k samples per second and played through an

RME (Haimhausen, Germany) HDSP 9632 (ASIO) 24-bit

sound card. Stimulus generation, response recording, and

experimental control were implemented using MATLAB soft-

ware (The MathWorks, Natick, MA). Listening took place

in individual Industrial Acoustics Company (IAC; North

Aurora, IL) double-walled booths, containing a keyboard

and display monitor connected to a personal computer

located outside of the booths. For experiment 1, the response

alternatives were displayed on the monitor in matrix format

and the response selection was registered by mouse-clicking

a graphical user interface (GUI) showing the words in

columns in syntactic order left to right, whereas for experi-

ment 2, responses were recorded by clicking on a GUI

showing a semicircle to illustrate the forward horizontal

plane for localization.

D. Beamforming and control algorithms

1. Natural binaural cues

For the natural binaural listening control in this experi-

ment, impulse responses from the Knowles Electronic

Manikin for Auditory Research (KEMAR; G.R.A.S. Sound

and Vibration, Holte, DK) as reported by Gardner and

Martin (1994) were used. These impulse responses were

convolved with the stimuli to position the sound sources in

azimuth. This microphone condition is termed “KEMAR.”

2. Beam

For both the beam and triple beam conditions, impulse

responses were recorded through the microphone array

mounted on the head of the KEMAR manikin and used to

create the spatial filters that oriented the beam(s) toward the

desired acoustic look directions. The impulse responses

were recorded by Sensimetric Corporation (Malden, MA)

from a loudspeaker located one meter from the KEMAR in

a low-reverberation chamber and extended over a range of

azimuths from �90� to þ90� with a resolution of 2�. To

obtain the recordings, the manikin was fitted with an array

of 16 omnidirectional microelectromechanical systems

(MEMS) microphones extending across the top of the mani-

kin’s head flush mounted on a band covering a flexible cir-

cuit board (see also Kidd, 2017, for an illustration and

description). The output from each microphone in the array

was weighted and combined to yield a matrix of gain values

that optimized the response of the array to the specified

direction (cf. Stadler and Rabinowitz, 1993; Desloge et al.,
1997). In the single beam case (referred to simply as

“beam”), the stimulus was processed through a spatial filter

having an acoustic look direction of 0� and presented dioti-

cally. This condition has been tested in several previous

studies from our laboratory (e.g., Kidd et al., 2013; Kidd

et al., 2015; Favrot et al., 2013; Best et al., 2017a; Best

et al., 2017b; Roverud et al., 2018) and the spatial tuning

properties of the single beam have been described in detail

in those articles. Of particular importance for the current

study is the frequency dependence of tuning of the array

which affects the beam and triple beam algorithms equally

because the filters are created using the same algorithm. As

shown in Best et al. (2017a), the spatial selectivity of the

beamformer increases with increasing center frequency. As

a rough estimate, the �3 dB bandwidths for octave bands

from the impulse responses are not measureable at 125 and

250 Hz center frequencies (i.e., broader than 180�) and then

progressively decrease from about 80� at a center frequency

of 500 Hz to less than 30� at 4000 Hz center frequency.

Despite the cross-frequency differences in tuning, speech

sources subjectively sound coherent as the azimuth is varied,

although changes in the timbre are apparent for a broadband
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reference sound that is moved across the front hemifield as

different parts of the spectrum are differentially attenuated

(cf. Kidd et al., 2015, for related discussion). The 16 micro-

phones that provide the inputs to the beamforming algorithm

are arranged in 4 front-to-back oriented rows along the flexi-

ble circuit board/headband. The total length of the array is

200 mm with a spacing of 67 mm between rows. Within

each row, the microphones are arranged into two pairs with

10 mm spacing (15 mm spacing between the pairs). The out-

puts of the 16 microphones are combined to give a spatially

tuned single-channel array output (e.g., Desloge et al., 1997;

Favrot et al., 2013). For the triple beam case, this directional

processing is implemented three times to provide three sepa-

rate acoustic look directions (i.e., three separate single-

channel beams).

3. Triple beam

The processing implemented by the triple beam algo-

rithm is identical to that which occurs for the beam algo-

rithm but includes processing for two additional beams that

have acoustic look directions to the left and right of center.

The triple beam produces a two-channel output by combin-

ing the center beam and each side beam as shown schemati-

cally in Fig. 1 (adapted from Jennings and Kidd, 2018).

First of all, for reference in Fig. 1, the beam processing

condition described in Sec. II D 2 is simply the center beam

without the left and right beams. This single channel output

is routed to both ears forming a diotic signal (it could also

be routed only to one ear forming a monotic signal; that con-

dition was not included in this study). This beam condition

has been characterized in detail in past work from our group

(e.g., Kidd et al., 2013; Favrot et al., 2013; Kidd et al.,
2015; Best et al., 2017a; Best et al., 2017b; Roverud et al.,
2018). Second, the triple beam comprises the single diotic

beam and each of the two side beams—left and right—

routed exclusively to the left and right ears, respectively.

The algorithm for combining and weighting of microphone

outputs to create the side beams is identical to that which

produces the center beam except that the side beams have

different acoustic look directions. As indicated in the dia-

gram, the center beam output is added to each side beam

output. In the current study, the target source was always

directly ahead of the listener so that the target signal was the

same in both ears. The side beams were focused to the left

and right of center (0�) spaced symmetrically in azimuth at

615�, 630�, 645�, 660�, 675�, or 690� under the differ-

ent test conditions, labeled as “triple 15�,” “triple 30�,” etc.,

in the experiments that follow. For experiment 1, the masker

talkers were located symmetrically to the left and right of

the target so that the left ear received the sum of the center

beam and the left beam while the right ear received the sum

of the center beam and the right beam. The masker levels

reaching each ear depended on the acoustic look direction of

each side beam and the attenuation characteristics of the

beam filters.

The acoustic results of the triple beam processing are

illustrated in Fig. 2. The upper row of panels contains the

attenuation characteristics of the three beams, left, center,

and right, superimposed along coordinates of azimuth in

degrees (with 0� indicating directly in front of the listener)

by attenuation in dB. The different panels display the attenu-

ation characteristics of the three beams for different side

beam angles increasing from 615� to 690�, reading left to

right. Note that there is significant overlap of these broad-

band response plots even at the wider separations. This over-

lap is frequency dependent because the sharpness of

tuning—which depends on the spacing of the microphones

relative to the wavelengths of the sounds—increases with

frequency across the range of frequencies of interest (cf.

Best et al., 2017a). The middle row of panels is also orga-

nized from the narrow to wide side beam spacings in the

panels from left to right. The two curves in each panel show

the stimulus level measured after processing for a single

broadband sound (speech-spectrum-shaped noise derived

from the set of female talkers used in the study) moved

across the range of azimuths for each ear separately. Thus,

when the sound source is in the right hemifield, the input to

the right ear—the sum of the right beam and the center

beam outputs—is higher than the input to the left ear,

whereas the converse is true when the source moves to the

left of center. The resulting S/Ns that occur monaurally are

given in the Appendix, along with the corresponding speech

identification thresholds measured monaurally for two sub-

jects. The difference in input level to the two ears forms an

“ILD”, which is fundamental to the benefits observed for the

triple beam algorithm found in certain conditions in this

study. The lower panel contains plots of the differences in

level between the inputs to the left and right ears, i.e., the

resulting ILDs, from the values displayed in the center

panel.

As noted above, the spatial selectivity of the beam-

former is frequency dependent. The ILDs that result

from the combination of center and side beams are as well.

Figure 3 shows the ILDs for octave bands of noise for each

of the triple beam side beam angles. Also shown are the

ILDs that were measured for the KEMAR manikin. With

respect to the ILDs observed for the KEMAR manikin, the

values vary across frequency in a manner that is representa-

tive of the average human head (cf. Shaw, 1974) increasing

as stimulus center frequency increases. Of particular note

for the current study is that large ILDs—much larger than
FIG. 1. A schematic illustration of the triple beam algorithm (adapted from

Jennings and Kidd, 2018).
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those which occur naturally for human listeners as reflected

in the KEMAR responses—are present in the low frequen-

cies in many cases. For example, at the lowest octave fre-

quency band shown—centered at 250 Hz—the ILD for the

KEMAR condition varied less than 3 dB across the entire

range of source angles. In contrast, ILDs greater than 15 dB

were apparent for the 250-Hz octave band for the two wider

triple beam conditions of 660� and 690�. At the higher fre-

quencies, the KEMAR ILDs increase up to about 15 dB. The

ILDs for the triple beam are roughly of the same magnitude

as the KEMAR ILDs at the higher frequencies but tend to

fluctuate more as the side beam angles change, producing an

irregular function relating ILD to the source azimuth for

some side beam angles.

III. EXPERIMENT 1: SOS MASKING EXPERIMENT

Because this study aimed to examine the effects of

varying the parameters of the triple beam algorithm on per-

formance and compare the triple beam with the KEMAR

and beam algorithms, the focus of the experimental design

was on spatially separated conditions. Also, previous work

has found that the triple beam algorithm produced thresh-

olds for SOS masking conditions that were roughly equiva-

lent to those found for the KEMAR and beam algorithms for

colocated target and masker (Jennings and Kidd, 2018; Yun

et al., 2019). However, we did not measure colocated

thresholds and, thus, cannot make direct estimates of the

spatial release from masking. The main concern here is on

the masked thresholds obtained across the types of micro-

phone/signal processing conditions: the KEMAR approxi-

mation of the natural listener interaural differences, the

beam and triple beam algorithms. The SOS masking task we

used is one that has been employed in several past studies of

spatial hearing and masking release (e.g., Best et al., 2011;

Best et al., 2013; Best et al., 2017a; Best et al., 2017b;

Swaminathan et al., 2015; Clayton et al., 2016; Kidd et al.,
2016; Kidd et al., 2019). It requires the listener to identify

FIG. 3. (Color online) A plot of the ILDs for octave bands at different cen-

ter frequencies measured for the different side beam angles (see the key).

The ILDs for KEMAR (dashed line) are also shown for reference. The cen-

ter frequencies of the octave bands increase in the panels from left to right

and top to bottom.

FIG. 2. (Color online) Each row of panels contains acoustic measurements for the triple beam algorithm for side beam angles of 615�, 630�, 660�, and

690�, reading left to right. Note the different range of values along the ordinate for each row. In the top row, the attenuation characteristics (spatial filters)

are plotted in dB for each beam separately. In the middle row of panels, the input level to the right and left ears following processing is plotted for the broad-

band stimulus as it is moved across the horizontal plane. Note that the input to the left ear is the sum of the left and center beam outputs while the input to

the right ear is the sum of the right and center beam outputs (refer to Fig. 1). The lower row of panels shows the difference between the right and left ear

inputs from the middle panel, which is designated as the ILD. A negative value on the ordinate corresponds to a higher level in the left ear.
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the words of a target talker denoted by a specific call sign

(the first word “Sue” of the target sentence) while two other

similar independent masker sentences are presented. The

voice of the target talker is indicated when the listener hears

the word “Sue” and then follows that voice throughout the

remaining words of the sentence. The assumption is that the

listener uses the vocal characteristics of the target talker to

distinguish her speech from the other concurrent masker

talkers. Furthermore, the target talker is the only voice origi-

nating from 0� azimuth so the source location also may

serve as a means for designating the target talker.

A. Procedures

On each trial, the listener heard a target sentence from

the matrix corpus described above that began with the desig-

nated name “Sue,” along with two masker sentences also

presented simultaneously, that each began with different

names. Subject responses were registered on a GUI and dis-

played on a monitor, which showed the speech matrix

arranged in columns in syntactic order. The responses were

registered in order from left to right on the GUI. Response

feedback was provided after every trial by indicating the tar-

get words and highlighting correct response items. The four

words following the designated name in the target sentence

were scored, and a response was counted as correct only if

at least three of the four words were identified correctly. All

conditions were repeated once before the next repetition, but

the condition order was randomized in each repetition.

The stimulus level for the target sentence was fixed at

55 dB sound pressure level (SPL), specified prior to convo-

lution with the microphone impulse response for a given test

condition, while the level for each masker sentence was

adapted during each block of trials according to a one-up

one-down procedure that estimates the 50% correct point on

the psychometric function. A T/M of 0 dB means that the

level of each individual masker was equal to the level of the

target. Each block began with a T/M of 10 dB and an initial

adaptive step size of 6 dB, which was then reduced to 3 dB

after the first three reversals were obtained. Each adaptive

block continued until at least 20 trials and at least 9 reversals

were completed, and the average of the last 6 reversals was

defined as the T/M at threshold for that block of trials. The

average number of trials required to obtain an adaptive

threshold estimate was 22.

B. Results

Figure 4 shows the group mean masked speech recep-

tion thresholds as a function of the symmetric masker loca-

tions specified in azimuth. The parameter of the graph is the

microphone condition which, for the triple beam, specifies

the acoustic look directions of the side beams and also

includes the KEMAR and beam results.

For the KEMAR and beam conditions, the patterns of

thresholds that were observed were usually consistent with

past work (e.g., Kidd et al., 2015; Wang et al., 2020; Yun

et al., 2019) for the KEMAR and beam conditions. The

thresholds obtained in the KEMAR condition fell in a rela-

tively narrow range bounded by about �22.5 to �25 dB T/M.

The relatively low T/Ms at threshold reflect, in part, the

three of four correct criterion for counting a trial correct (cf.

Swaminathan et al., 2016) and for this set of subjects, indi-

cates sharp spatial tuning that reaches a maximum by about

630� (cf. Yun et al., 2019). For the beam, thresholds for the

wider masker spacings were lower than for the KEMAR

condition extending down to about �32 dB. For the triple

beam conditions, the masked thresholds generally improved

as the masker spatial separation increased. For both the

beam and triple beam, the acoustic attenuation provided by

the beamformer tended to increase over the range of masker

azimuths tested while the spatial filters internal to the listen-

ers, as revealed by the KEMAR condition, reached a maxi-

mum attenuation by about 630�. For each side beam angle,

the lowest threshold for triple beam was found for the 690�

masker separation with the exception of the 690� side beam

angles where an upturn in threshold was apparent as the

masker angles increased from 660�. The upturn in threshold

for the 690� side beam angles and the flattening of the

threshold curve for the 660� side beam angles as the masker

separation approached 660� likely reflects an increase in

the masker levels as the location of the masker equaled the

orientation of the side beams. For the 690� masker separa-

tion, the ordering of thresholds was negatively related to the

degree of separation of the side beam angles: the lowest

thresholds occurred for the narrowest side beam angles with

progressively higher thresholds found as the side beam

angles grew wider. These very low T/Ms at threshold for the

narrowest side beam angles and widest masker separations

were likely a combination of both the acoustic effect of the

mixing of the center and side beams as well as the enhanced

perceptual segregation of the different sources. The

Appendix shows preliminary data from two subjects for a

FIG. 4. (Color online) Group mean speech reception thresholds plotted as a

function of (symmetric) masker location in degrees azimuth. The target

speech was always presented at 0� azimuth. Error bars for this figure and all

subsequent figures, unless stated otherwise, represent the standard error of

the mean.

J. Acoust. Soc. Am. 148 (6), December 2020 Kidd, Jr. et al. 3603

https://doi.org/10.1121/10.0002779

https://doi.org/10.1121/10.0002779


monaural control (side beam angles of 630�), suggesting

that for those limited conditions, monaural listening also

yielded low thresholds that decreased as the masker separa-

tion increased. When compared to the group mean binaural

data shown in Fig. 4, it appeared that adding the second ear

further lowered thresholds by about 10 dB. However, these

data await confirmation in a more extensive/rigorous experi-

mental study. A further question concerns the magnitude of

spatial release from masking as traditionally referenced to

colocated thresholds; as noted above, we did not measure

that condition here but note that very similar conditions

yielded thresholds closer to 0 dB T/M in the study by Yun

et al. (2019) for NH control subjects.

The group mean results from the different microphone

conditions averaged across all masker separations are dis-

played in Fig. 5. Here, the average T/Ms at threshold (ordi-

nate) are plotted for each microphone condition, including

the KEMAR, beam and triple beam conditions with four

side beam angles ranging from 615� to 690�. A repeated-

measures analysis of variance (ANOVA) was performed on

the data having the main factors of microphone condition

and masker angle. The results revealed that both the micro-

phone condition [F(5,25)¼ 77.45, p< 0.001] and masker

azimuth [F(3,15)¼ 112.20, p< 0.001] were significant as

was the interaction of the two [F(15,75)¼ 5.68, p< 0.001].

These effects were clear from the inspection of Fig. 4,

including the interaction of the microphone and masker

angle as the functions increasingly diverged as the masker

separation increased.

IV. EXPERIMENT 2: SOURCE LOCALIZATION

The ability to locate sound sources in the environment

is important in many social listening situations, and the

extent to which various hearing aid algorithms—including

those with beamforming as a primary component (e.g.,

Doclo et al., 2008; Chalupper et al., 2011; Bissmeyer and

Goldsworthy, 2017; Hauth et al., 2018; Wang et al.,

2020)—can preserve natural localization may be an impor-

tant consideration in weighing the overall benefits of the dif-

ferent approaches. In experiment 2, localization judgments

were obtained under each of the microphone conditions

tested in experiment 1 for a stimulus consisting of random-

ized single words.

A. Procedures

The same six listeners who participated in the SOS

masking conditions in experiment 1 also participated in the

single source localization conditions in experiment 2. The

same corpus of words was used for localization with each

trial consisting of a random selection with replacement of a

single word from the entire matrix of words without regard

to syntactic category. Also, each stimulus was randomly

selected with replacement from the set of 11 female talkers

used in experiment 1.

The stimulus level was fixed at 55 dB SPL specified

prior to convolution with the microphone impulse response

for a given test condition. The same microphone conditions

as in experiment 1, KEMAR, beam, and triple beam, were

tested in experiment 2. Also, for the triple beam condition,

the same side beam acoustic look directions were tested,

along with the addition of 645� and 675�, resulting in a

total of eight microphone conditions. The target was pre-

sented at one location chosen at random with replacement

from the range of �90� to 90� in 15� steps. Following the

stimulus presentation, the listener registered a response

using a GUI by mouse clicking the point on a semicircle

corresponding to the perceived location of the source.

The experimental session consisted of 40-trial blocks

with each of the 8 microphone conditions and 13 target azi-

muth locations ultimately tested a minimum of 10 times.

One repetition of all of the conditions was obtained before

proceeding to the next repetition of conditions, but the order

was randomized within each repetition. Response feedback

was not given during the task itself but during a familiariza-

tion period prior to data collection, the subject was pre-

sented with the full range of source azimuths paired with the

visual representations of the location on the semicircular

response GUI.

B. Results

The group mean sound source localization judgments

are plotted in Fig. 6. For the KEMAR condition, localization

judgments varied in a manner that was roughly ogive shaped

with compression at the extreme locations and exaggerated

lateral judgments for sources around 0� azimuth. For exam-

ple, a 15� change in the location from 75� to 90� yielded

very little change in the perceived azimuth with both loca-

tions judged to be near 75�. In contrast, the change in the

physical location from 0� to 15� yielded a much larger

change in the perceived location with the judged location

for 15� falling near 30�. This pattern of responses is likely a

consequence of the generally poor ability to distinguish dif-

ferences in the source azimuth for angles in the range

FIG. 5. (Color online) Group mean thresholds for the various microphone

conditions. The graph shows the average threshold computed across all

masker angles. The horizontal dashed line indicates the threshold for the

KEMAR condition for reference.
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tested (i.e., near 90�, e.g., the “cone of confusion,”

Mills, 1972) combined with a general tendency for

observers to compress judgments toward the mean of a

fixed range of values especially when response feedback

is not provided. Furthermore, judgments of the source

location that are obtained for stimuli convolved with

head-related transfer functions (HRTF) and presented

through headphones also tend to produce localization

functions having this general form (cf. Wang et al.,
2020; Yun et al., 2019), perhaps because of limited

externalization of sound sources for HRTFs that are not

accurately individualized (e.g., Best et al., 2020). For

this reason, the data are considered with respect to both

the actual source location and the location as judged by

listening through the KEMAR HRTFs. Of the various

algorithms, the triple beam with side beam orientations

at 690� yielded the location judgments that were closest

to the diagonal (actual location presented).

At the other extreme, the diotic beam condition pro-

vided no interaural differences, and the resulting per-

ceived location function was essentially flat across the

source azimuths. This result is also in line with past work

(e.g., Best et al., 2017a; Wang et al., 2020; Yun et al.,
2019) for the triple beam. The localization judgments var-

ied considerably with side beam orientation particularly

with respect to the apparent location of the more extreme

source angles. As a rough summary, the perceived loca-

tions of the sources presented from the wider angles (e.g.,

�90� or 90�) were compressed toward the center for the

narrow side beam angles and progressively shifted toward

the true location as the side beams were spaced farther

apart.

The group mean localization error is displayed in two

ways in Fig. 7. In the left two panels of the four-panel plot,

the error is referenced to the intended source location as pre-

sented. In the right two panels, the error is computed refer-

enced to the mean location judgments for the KEMAR

condition with each subject referenced to her own average

KEMAR judgments. In the upper row, the absolute value of

the response error is plotted as a function of source location

as presented. Thus, for example, in the upper left panel, the

error for the beam is nearly equal to the distance of the

source azimuth from 0� because the localization function

(cf. Fig. 6) did not change appreciably as the source location

was varied. The lower row of panels shows the group mean

error averaged across all masker angles for each of the func-

tions in the upper row in bar graph form. In the lower left

panel, a dashed line indicates the average localization error

for the KEMAR condition; the lower right panel references

the error to the KEMAR function. As expected, the beam

yielded the highest overall localization error followed by the

two narrower triple beam side angle orientations. The two

widest side beam angles, 675� and 690�, produced the low-

est error overall for both references: the error was lower

than the KEMAR condition in the lower left panel, and

675� was the lowest of all of the conditions plotted in the

lower right panel. A repeated-measures ANOVA conducted

on the localization error results (the upper left panel of Fig.

7) revealed significant main effects of the microphone con-

dition, [F(7,35) ¼ 60.43, p< 0.001], and source azimuth,

[F(6,30)¼ 25.96, p< 0.001], as well as a significant interac-

tion of the microphone condition and source azimuth

[F(42,210)¼ 21.35, p< 0.001].

V. DISCUSSION

A. Summary of findings

The results of the current study suggest that the triple

beam algorithm can produce lower thresholds in SOS mask-

ing conditions for spatially separated sources than either nat-

ural binaural listening (simulated by the KEMAR HRTFs)

or the single-channel diotic beamformer (beam).

Furthermore, the triple beam algorithm yielded localization

accuracy for a single speech source that was comparable to

that which was found under the KEMAR conditions. The

extremes of the different acoustic look directions for the tri-

ple beam side beams produced markedly different patterns

of results on these two tasks: masked thresholds and locali-

zation. The narrowest side beam angles yielded the lowest

(best) masked thresholds while producing the highest

(worst) localization error. Conversely, the widest side beam

angles yielded the highest masked thresholds but lowest

localization error while the intermediate side beam angles

generally produced an intermediate performance for these

tasks. This variation in the advantage conferred by these dif-

ferent side beam angles relative to natural binaural listening

and single-channel beamformer implies that should the tri-

ple beam algorithm be incorporated into the design of an

assistive listening device, the option of adapting/adjusting

FIG. 6. (Color online) Group mean localization judgments for a single

source ranging in location from �90� to þ90� in 15� steps. The actual loca-

tion of the target [using head-related impulse responses (HRIRs) to spatial-

ize the stimuli] is given on the abscissa and the mean location judgment is

given on the ordinate. The legend indicates the microphone condition for

KEMAR, Beam, and six triple beam side beam angles.
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the properties of the device (e.g., side beam angles and gain)

could be beneficial for optimizing amplification for different

tasks and different listening environments and, perhaps,

could be adjusted to account for the abilities of different lis-

teners too. Furthermore, these trends serve to highlight the

differences between the mechanisms underlying the

enhancements in the performance across the microphone

conditions observed here. For normal binaural hearing, it

might be expected that improved localization accuracy

would accompany enhanced source segregation likely

resulting in lower masked thresholds. Finding the opposite

trend for the beamforming conditions (e.g., the relationship

between side beam angles for triple beam and the patterns of

thresholds/localization noted above), in part, reflects the

improvements in the S/N monaurally that occur from beam-

forming (as discussed in the Appendix) and not improved

source segregation due to spatial separation per se. For

example, the lowest masked thresholds occurred for the nar-

rowest side beam angles, which provided monaural S/N

improvements comparable to the beam condition (see Fig.

11), yet produced the smallest ILDs especially at the low

frequencies (cf. Figs. 2 and 3). In contrast, the widest side

beam angles produced the best localization performance

with large ILDs at the wider masker azimuths observed

across the different octave band center frequencies (cf. Fig. 3)

with relatively small improvements observed in the monau-

ral S/Ns (see Fig. 11). Thus, in that case, the exaggerated

ILDs likely improved thresholds because of better segrega-

tion from the enhanced binaural cues. Section V B is a con-

sideration of some of the factors that could influence the

development of a composite performance metric for com-

paring across stimuli/conditions and gives an example of a

simple equally weighted measure of combined performance

for the tasks used here.

B. Factors governing overall performance

Consideration of the findings of experiments 1 and 2

leads to the question as to which approach provided the best

performance overall. The greatest reduction in masking in

the SOS tests—the lowest masked thresholds—in experi-

ment 1 was produced by the triple beam algorithm. All of

the triple beam masked thresholds were lower than the cor-

responding thresholds for the KEMAR and beam conditions

with the lowest thresholds overall found for the 615� and

630� side beam angles. However, a different hierarchy of

FIG. 7. (Color online) Group mean localization error plotted in four ways. In the upper left panel, the absolute value of the group mean error in degrees is

plotted for each microphone condition (parameter of graph) as a function of the source azimuth. In the upper right panel, the same data are replotted with the

error computed in reference to the KEMAR location judgments. In the lower left panel, the group mean average localization error is plotted as bars for each

microphone condition averaged across all source angles. In the lower right panel, a similar bar graph of the group mean error is shown referenced to the

judged location in the KEMAR microphone condition.
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performance was observed for the single source localization

in experiment 2. Here, the narrower side beam angles pro-

duced the greatest localization error (which was still less

than the beam but greater than the KEMAR condition) while

the widest side beam angles yielded the smallest error—

even less than KEMAR.

An initial step in considering the relative merits of the

different microphone algorithms for the two tasks used in

this study is to visualize the joint performance along the

relevant dimensions. Figure 8 is a plot of the group mean

localization error averaged over all source locations (speci-

fied in degrees) plotted as a function of the group mean SOS

masked thresholds (in dB T/M). The left panel shows the

group mean performance on these two measures using the

intended location (i.e., as presented via HRTFs) as the refer-

ence in the computing error while the right panel references

the error to the group mean judgments obtained for the

KEMAR condition.

SDs across subjects are shown in each dimension. The

best joint performance would lie in the lower left corner of

the plot, whereas the worst performance would lie in the

upper right corner for both panels (cf. Wang et al., 2020, for

a similar plot of results from the related beamforming algo-

rithms). In general, it is clear that the beam condition

yielded the poorest joint performance while some triple

beam conditions fared the best. There is overlap in the error

bars that is apparent in some cases, especially along the

abscissa (intelligibility).

A better descriptive approach to estimating the joint

performance may be obtained by converting the group mean

thresholds to standard normal deviates (i.e., z-scores) and

taking the sum of the values observed for each task. It

should be noted that taking the sum of the z-scores weights

performance on the two tasks equally, which may not be a

reasonable assumption in many cases (e.g., localization

accuracy may be more important to the listener than an

improvement in intelligibility in a given situation). This

may be particularly true for some cases here where the T/Ms

are much lower than are typically found in normal conversa-

tion (e.g., Weisser and Buchholz, 2019) and the threshold

differences may not be as meaningful as would be the

case for higher T/Ms. Figure 9 plots this simple sum of the

z-scores metric.

For the SOS masking experiment, the positive z-scores

reflected lower masked thresholds while for the single

source localization task, positive z-scores were associated

with lower errors. As in the localization error descriptions

presented above, computations were made in reference both

to the intended/presented location and the location judg-

ments relative to KEMAR. For instance, the mean localiza-

tion error values for all subjects and all conditions (plotted

in the lower left panel of Fig. 7) were converted to z-score

units by subtracting the mean of all values used for that plot

and then dividing by the SD. The same computation was

repeated for the localization error relative to the KEMAR

condition. Note that the sum of z-scores in each plot equals

zero. First, considering the data shown in the left panel of

Fig. 9, the poorest joint performance was found for the

beam algorithm due primarily to the large localization error

in that condition. The other negative summed z-score was

observed for the KEMAR condition, which did not yield

masked thresholds as low as the beamformer-assisted condi-

tions. All four triple beam conditions yielded positive values

with the best overall performance apparent for the two wid-

est side beam angles. When the reference for computing the

localization error was the KEMAR condition, meaning that

localization judgments were compared to the values

obtained for that simulation of natural binaural cues, the

FIG. 8. (Color online) These panels show group means plotted to indicate joint performance on the SOS masking (intelligibility) task and single source

localization task. The abscissa is the average target to masker ratio in dB for the SOS task while the ordinate is the average localization error in degrees. The

error bars are plus and minus one SD of the mean in each dimension. The left panel contains the localization error computed relative to the actual source

location while the right panel references the localization error to the localization judgments for the natural binaural simulation (KEMAR).
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ranking of the combined z-scores changed somewhat with

the best composite performance found for the triple beam

660� side beam angles, followed by the 630� side beam

angles. It should be pointed out explicitly that the actual

weighting of these two tasks—the importance of localiza-

tion accuracy vs masked speech intelligibility—is likely

highly context dependent. This would imply that the simple

metric of joint performance used here (or any subsequent

metric that takes more factors into account) ought to be

weighted differentially when one task or the other is more

important to the observer.

C. Limitations and future directions

The issues involved in fully answering the question

about the best overall performance under realistic listening

conditions are complex and were not addressed by the pre-

sent study. One reason is that there are many listening

tasks/stimuli that were not considered here and are likely

important for typical communication situations. For exam-

ple, the issue of a direct path acoustically to each ear that is

overlaid on any processing from a device occluding the ear

(e.g., an insert phone) alters the sound input and could

affect the benefit of a beamformer. This issue has been

addressed to some degree for the beam condition in past

work from our group (e.g., “BEAMAR” algorithm; cf.

Kidd et al., 2015; Best et al., 2017a) but has yet to be eval-

uated for the triple beam. A second reason is that the SOS

masking task used here purposely emphasizes conditions

high in IM (e.g., Kidd and Colburn, 2017) because the

principle upon which the triple beam was designed was to

foster improved sound source segregation, thereby

reducing the IM. Conditions high in EM, such as Gaussian

noise sources, may yield different patterns of results, espe-

cially for masker sources that are located at the acoustic

look directions of the side beams or perhaps in listening

environments that are diffuse/highly reverberant. A more

complete understanding of the strengths and weaknesses of

the triple beam algorithm in a range of listening situations

awaits further investigation. Furthermore, the current

approach does little to evaluate subjective dimensions of

the signal processing, such as listening effort in speech

masking (e.g., Rennies et al., 2019) or the naturalness of

speech quality. This latter dimension is also difficult to

assess given the matrix style speech materials comprising

individually recorded words concatenated to form syntacti-

cally correct sentences.

There could be practical implications for assessing the

benefits/costs of the various microphone conditions.

Recently, Yun et al. (2019) tested the triple beam algorithm

for SOS masking and single source localization conditions

for a group of bilateral cochlear implant subjects. In addi-

tion, they tested the beam and KEMAR conditions in a man-

ner very similar to that tested here. They found that

the triple beam algorithm yielded large improvements in

T/M for SOS masking conditions relative to the KEMAR

algorithm, although for the CI subjects, the improvements

were greater for the beam than for the triple beam algo-

rithms (triple beam thresholds were lower than the beam for

NH control subjects in that study, consistent with the find-

ings here). However, as in the current study, the localization

performance for the beam condition was near chance while

the source localization under the triple condition was better

FIG. 9. (Color online) A plot of the joint performance based on the localization error and SOS masked thresholds. The abscissa shows the different micro-

phone conditions while the ordinate is the summed z-scores for the two tasks. In the left panel, the mean error computation references the intended source

location while in the right panel, the error is computed with respect to the group mean KEMAR judgments.
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than either the KEMAR or beam conditions. That work fol-

lows prior studies in which beamforming or other signal proc-

essing schemes were proposed to enhance the localization

abilities of hearing aid or cochlear implant users while preserv-

ing or bolstering speech intelligibility (e.g., Baumg€artel et al.,
2015; Best et al., 2015; Moore et al., 2016; Bissmeyer and

Goldsworthy, 2017; Dieudonn�e and Francart, 2018). It is of

interest to note that the side beam angles used in the study by

Yun et al. (2019) with bilateral cochlear implant subjects and

NH subjects listening to vocoded speech stimuli were oriented

at 640�, which likely was near the optimal acoustic look

directions for maximizing the overall performance given the

simple sum of z-scores metric used here.

One implication of the comparison of the relative bene-

fits of the various approaches is that it suggests that a device

that incorporates multiple algorithms that could be selected

or adapted according to the circumstance might be useful.

For example, a situation in which the listener wished to

attend only to a single source without the need to monitor/

localize competing sounds—especially if the competition

comprised highly EM sources (e.g., noise)—might best be

assisted with a single channel beamformer as in the beam

algorithm. This appears to be the case for bilateral CI users

in some conditions based on the results from Yun et al.
(2019). In other circumstances, perhaps when monitoring

multiple talkers or during rapidly changing “target” talkers

during conversation, a triple beam system might perform

better overall. Intermediate cases—for example, mixing the

side beam inputs with the primary beam at different relative

levels—might provide the best assistance. One observation

that may be important for adapting the triple beam algorithm

to difference circumstances is that the different acoustic

look directions for the two complementary side beams had

very different effects on the tasks of source segregation—as

inferred by the SOS thresholds—and localization.

Depending on the needs of the listener in a particular situa-

tion, the ability to enhance performance on one task or the

other may be useful and possible through adjusting the side

beams. Related, past work on the beamforming algorithm

tested in this study has indicated that steering the beam

under voluntary control of the listener using visual guidance

(e.g., Kidd et al., 2013; Best et al., 2017b; Roverud et al.,
2018) can improve performance when the target source

changes dynamically. We do not know whether similar ben-

efits of visual guidance would also be obtained for the triple

beam algorithm or whether there would be a different effect

of side beam orientation.
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APPENDIX: MONAURAL CONTROL

The extent to which the benefit of the triple beam algo-

rithm depends on binaural information, as opposed to simply

enhancing the S/N in a single ear, was examined for a subset

of conditions. Two young adult listeners with NH (including

author A.J.B. and a member of the research staff in the labo-

ratory) participated. Because these data were obtained dur-

ing the period of time when our laboratory was closed due

to the COVID-19 crisis, the findings shown below were

acquired using laptop computers and sound cards in the

homes of the two subjects and, thus, were attained under

less stringent controls than the earlier results.

Other than differences in the equipment used and the listen-

ing environment, these monaural control data were measured

using exactly the same procedures as in the prior experiments

reported in Secs. II and III. The only other difference was the

variable of interest here, namely, that stimuli were presented

only from a single earphone. Thus, referring back to Fig. 1, the

left ear input was identical to that shown in the schematic while

the right ear input was disconnected. For this monaural control,

only a single side beam angle—630�—was tested. The masker

separations were the same as in the earlier experiments. The

KEMAR and triple beam algorithms also were tested. The

results are shown in Fig. 10 in the same format as in Fig. 4.

It should be noted that these S/Ns fall well below those

that are typical of normal conversation (e.g., Weisser and

Buchholz, 2019). The low thresholds are due, in part, to the

speech intelligibility measurement procedures used (see

methods above) in which the adaptive rule tracked 50% cor-

rect responses with a correct response counted as selecting

three of the four test words in each target sentence (cf.

Swaminathan et al., 2016).

Figure 11 shows the monaural S/N (target level re level

of combined maskers) for all of the microphone conditions

and masker angles. The T/M prior to microphone processing

FIG. 10. (Color online) Mean thresholds for two subjects under monaural

control conditions (open symbols) plotted along with the corresponding bin-

aural thresholds reported earlier as group means in Fig. 4. For both monau-

ral control and earlier binaural results, both KEMAR and (a single) triple

beam microphone conditions are shown.
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(same as specified for the dependent variable in the experi-

ments) was 0 dB. Note that this pattern of S/N values is the

same for any of the T/Ms tested but would simply be trans-

lated along the ordinate. As expected, there is little change

in the monaural S/N for the KEMAR algorithm so the bene-

fits of spatial separation of the maskers are due almost

exclusively to binaural processing. As noted above, we did

not measure the colocated condition in this study and so

cannot directly determine the spatial release from masking.

The results in Figs. 10 and 11 demonstrate that monaural lis-

tening through the triple beam algorithm can provide a sub-

stantial advantage compared to KEMAR listening.

Furthermore, the relative contribution of the improved mon-

aural S/N to enhanced binaural cues varies according to the

condition with the beam and KEMAR at the two extremes

and the different triple beam side beam angles forming

intermediate cases. The difference here between our two

monaural listeners and the corresponding group mean

thresholds was about 10 dB across source locations.

Potentially, then, the triple beam algorithm could enhance

the speech reception even for a single ear, although presum-

ably the source localization would be poor.

1For this situation, we will use the more precise designation of target-to-

masker ratio, T/M, in much of the discussion rather than S/N with T/M

referring to the level of the target relative to each individual masker (i.e., 0

dB T/M corresponds to �3 dB S/N, where N is the sum of the two presum-

ably uncorrelated speech masker waveforms). This is because the casual

use of the term noise to mean any unwanted sound in the popular literature

is distinct from actual Gaussian noise, which has a well-known scientific

definition and composition according to specific statistical properties.
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