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Abstract

Deep learning is becoming increasingly popular and available to new users, particularly in the 

medical field. Deep learning image segmentation, outcome analysis, and generators rely on 

presentation of Digital Imaging and Communications in Medicine (DICOM) images, and often 

radiation therapy (RT) structures as masks. While the technology to convert DICOM images and 

RT-Structures into other data types exists, no purpose-built Python module for converting 

NumPyarrays into RT-Structures exists. The two most popular deep learning libraries, Tensorflow 

and PyTorch, are both implemented within Python, and we believe a set of tools built in Python for 

manipulating DICOM images and RT-Structures would be useful and could save medical 

researchers large amounts of time and effort during the pre-processing and prediction steps. Our 

module provides intuitive methods for rapid data curation of RT-Structure files by identifying 

unique region of interest (ROI) names, ROI structure locations, and allowing multiple ROI names 

to represent the same structure. It is also capable of converting DICOM images and RT-Structures 

into NumPy arrays and SimpleITK Images, the most commonly used formats for image analysis 

and inputs into deep learning architectures, and radiomic feature calculations. Furthermore, the 

tool provides a simple method for creating a DICOM RTStructure from predicted NumPy arrays, 

which are commonly the output of semantic segmentation deep learning models. Accessing 

DicomRTTool via the public Github project invites open collaboration, while the deployment of 
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our module in PyPi ensures painless distribution and installation. We believe our tool will be 

increasingly useful as deep learning in medicine progresses.

Introduction

Deep learning has become increasingly popular in the medical community, particularly for 

semantic segmentation1–13. As medical professionals begin to explore the creation of deep 

learning architectures, the number of people who need to process medical images to create 

both input for deep learning networks and radiation therapy (RT) structures from predictions 

will continue to grow. The Python programming language14 has become the most widely 

used programming language worldwide (http://pypl.github.io/PYPL.html), and is the base 

for the two most popular deep learning libraries, Tensorflow15 and PyTorch16. While 

technology (e.g., PlastiMatch17) to convert Digital Imaging and Communications in 

Medicine (DICOM) images and RT-Structures into other common data types (.nii, .nrrd, 

etc.) exists, there is currently no single purpose-built python module for converting 

prediction arrays back into DICOM RT-Structures. We believe the distribution of simple 

DICOM tools, created in Python, could save medical researchers large amounts of time 

during the pre-processing and prediction steps of deep learning. Here we describe our 

program, DicomRTTool, which is designed to alleviate several of the most time-consuming 

aspects of data preparation by quickly identifying unique region of interest (ROI) names, 

where image sets with all ROIs are located, and converting DICOM images and RT-

Structures into NumPy arrays18 and SimpleITK images19. It also allows for the conversion 

of prediction NumPy arrays to DICOM RT-Structures.

Materials and Methods

To demonstrate our program’s capabilities we have created a Juypter notebook, 

Supplemental Material, which walks through the capabilities of our program: 1) Getting 

Data, 2) Reading Dicom and RT-Structure, 3) Saving as nifty, 4) Saving/loading NumPy, 5) 

Calculating radiomics, and 6) Predictions to RT-Structures, on a publically available brain 

tumor data20.

Installation

The DicomRTTool software is available through both Github (https://github.com/

brianmanderson/Dicom_RT_and_Images_to_Mask) and PyPi. The list of module 

requirements is present in the requirements.txt file and are automatically installed when 

using pip.

pip install DicomRTTool

This module is compatible with Python3.x versions and above, on Windows and 

Linux machines.

Data preparation

Leveraging SimpleITK’s ability to rapidly identify series instance unique identifiers (UIDs), 

our model is able to separate and group DICOM images and RT-Structure files based on 
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UIDs and referenced series instance UIDs, respectively, even when they are not present 

within the same folder. The module leverages threading and multi-processing, reducing time 

bottlenecks even when walking through multiple nested structures and patients.

Loading DICOM Images and RT-Structures

The DicomReaderWriter is built as a Python Object class, allowing the module to be 

initialized once and used multiple times. To specify the behavior of the DicomReaderWriter, 

several arguments can be passed. We maintain an updated description of arguments on the 

GitHub Wiki page (https://github.com/brianmanderson/Dicom_RT_and_Images_to_Mask/

wiki) and recommend readers to inspect the latest version.

When RT-Structures are found, the list of ROIs present within the structure are automatically 

added to the module by reading the StructureSetROISequence Dicom tag. This allows for 

the user to investigate ROI structures without tediously reloading structures. All ROI names 

are automatically put into lowercase. Following TG-263 guidelines, capitalization should not 

be used to distinguish ROIs. Please note that this is only for loading masks and will not 
affect the ROI names present in the RT-Structures in any way.

Upon completion, the module will have a list of indexes, each associated with a unique UID 

for the image and RT-Structures. By default the module starts with index=0, but the user can 

set a desired index at any time using .set_index(index).

Conversion of DICOM to SimpleITK images and NumPy

The user can load images for a desired index easily using .get_images (). Images are 

generated via SimpleITK’s ImageSeriesReader().

The SimpleITKImageHandle can easily be saved as a .nii or .nii.gz file using SimpleITK’s 

built-in WriteImage(image=image, fileName=filename.nii). The SimpleITKImageHandle is 

beneficial in that it maintains spacing information, direction, orientation, and origin. If 

NumPy arrays are desired, the user can transform an Image to a NumPy array through 

simpleITK.GetArrayFromImage(image_handle).

Identification of ROIs present within folders

The DicomReaderWriter can easily identify all the unique ROI names present within a set of 

data. This function can be beneficial for quickly identifying variant ROI names and building 

an associations file.

Locating RT-Structures by ROIs—If the user would like to identify where an individual 

ROI name is located, the DicomReaderWriter compiles a list of RT-Structures which contain 

a specific ROI name, using DicomReaderWriter.where_is_ROI(RoiName).

Conversion of DICOM RT-Structures to NumPy mask and SimpleITK images from RT-
Structure

To create a binary mask of the structure, potentially for deep learning training, the user will 

need to specify a list of desired contour names. The module allows for variations of names 
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with an associations dictionary, this allows the user to specify that multiple names (i.e 

‘liver_bma’, ‘liver_final’) can all correspond to the same mask.

Conversion of prediction to DICOM-RT

NumPy prediction arrays from deep learning algorithms can easily be converted back into 

DICOM RT-Structures. The module generates a new RT-Structure file based on a template 

file if an RT-Structure is not already present. Contours are generated from the binary mask 

using a marching-squares method within Scikit-image21.

Generated contours for test cases including: creation of a circle, rectangle, and ‘target’ were 

reviewed in four systems: RayStation22, vv-Slicer23, Velocity24, and 3DSlicer25, Figure 1. 

Raystation, vv-Slicer, and Velocity were able to display all generated test case contours 

without any issues.

Discussion and Conclusion

Python is becoming increasingly popular and widely adopted by new users, and serves as the 

base for two of the most used deep learning libraries16,26. Our module offers a simple way 

of curating and converting patient DICOM and RT-Structure data into NumPy arrays and 

SimpleITK images, with a range of parameters to benefit each use case. This is particularly 

important within Radiation Oncology, which largely relies on DICOM RT-structures. 

Likewise, conversion of predictions back to DICOM RT-Structures is necessary for any deep 

learning segmentation task. Moreover, while we have constructed our module with deep 

learning explicitly in mind as a use-case, our module may also be adapted for other 

quantitative imaging applications, such as radiomic feature extraction27,28.

Being available on GitHub invites open collaboration, and deployment via PyPi ensures easy 

distribution. We believe this work will provide a useful tool for all medical researchers, 

novice or expert, involved with deep learning.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1: 
Examples of generated ‘circle’, ‘rectangle’, and ‘target’ in vv-slicer, Raystation, Velocity, 

and 3DSlicer.
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