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Predicting soft tissue changes after orthognathic surgery:

The sparse partial least squares method

Hee-Yeon Suha; Ho-Jin Leeb; Yun-Sic Leec; Soo-Heang Eod; Richard E. Donatellie; Shin-Jae Leef

ABSTRACT
Objectives: To develop a prediction algorithm for soft tissue changes after orthognathic surgery
that would result in accurate predictions (1) regardless of types or complexity of operations and (2)
with a minimum number of input variables.
Materials and Methods: The subjects consisted of 318 patients who had undergone the surgical
correction of Class II or Class III malocclusions. Two multivariate methods—the partial least
squares (PLS) and the sparse partial least squares (SPLS) methods—were used to construct
prediction equations. While the PLS prediction model included 232 input variables, the SPLS
method included a reduced number of variables generated by a handicapping algorithm via the
sparsity control. The accuracy between the PLS and SPLS models was compared.
Results: There were no significant differences in prediction accuracy depending on surgical
movements, the sex of the subjects, or additional surgeries. The predictive performance with a
reduced set of 34 input variables chosen using the SPLS method was statistically indistinguishable
from the full set of variables with the original PLS prediction model.
Conclusions: The prediction method proposed in the present study was accurate for a wide range
of orthognathic surgeries. A reduced set of input variables could be selected through the SPLS
method while simultaneously maintaining a prediction level that was as accurate as that of the
original PLS prediction model. (Angle Orthod. 2019;89:910–916.)
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INTRODUCTION

Prediction of postoperative soft tissue changes has

been a critical step in the planning of surgical-

orthodontic treatment. Although previous studies and

current simulation programs offer a practical guideline

for everyday practice, the prediction of treatment

results has yet to be improved. For example, there is

no single prediction algorithm that can be applied to

various surgical movements simultaneously. Surgical

movements differ for Class II and Class III skeletal

discrepancies, and prior studies1–7 derived a different

prediction equation for each skeletal discrepancy.

Prediction results for bimaxillary surgery were report-

ed8,9 to be less accurate than those for single-jaw

surgeries. To achieve a more esthetic and stable

result, there has been an increase in bimaxillary

surgeries and other additional operations, such as

genioplasties.10,11 In this regard, formulating one

universally applicable prediction model seems appeal-

ing. With such a model, clinicians can accurately

predict soft tissue changes following a wide variety of

surgeries considered.

Recent studies3,4,6,7 showed that the prediction

equation based on the partial least squares (PLS)

method resulted in increased accuracy and enabled

consideration of a variety of input variables. PLS

prediction results, in comparison with those associated
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with conventional, ordinary least squares (OLS) ap-
proaches such as regression analyses, demonstrated
that PLS was more accurate than were OLS statistical
methods. However, the PLS prediction method should
be improved in two aspects to be practical enough for
use under normal clinical circumstances: (1) it had
separate prediction equations according to each
specific orthognathic surgery procedure, and (2) it
demanded hundreds of input variables, including 78
cephalometric landmarks. These landmarks should be
manually obtained by clinicians, and identifying a
considerable number of landmarks might be a very
laborious process for clinicians. From a clinical
perspective, developing not only a universally applica-
ble single equation but also a convenient prediction
model that would produce results that are as useful as
the same large data set analyzed with even more
predictors might be desirable. However, the number of
variables decisively affects the accuracy of the
prediction. These two goals—improving clinical conve-
nience and prediction accuracy simultaneously—are at
cross-purposes and offset each other.

The present study aimed to develop a single
prediction algorithm for soft tissue change after
orthognathic surgery that results in accurate predic-
tions (1) regardless of types or complexity of opera-
tions (Class II, Class III correction, mandibular surgery
and/or maxillary surgery, and additional genioplasty)
and (2) with a minimum number of input variables
through an objective variable selection by modifying
the original PLS prediction model.

MATERIALS AND METHODS

Subjects

The subjects consisted of 318 patients who had
undergone the surgical correction of severe Class II or
Class III malocclusion (Table 1). They underwent a
wide variety of surgical movements. Table 2 shows
surgeries that were performed to correct skeletal
discrepancies: mandibular setback surgery, mandib-
ular advancement surgery, Le Fort I surgery, anterior
segmental osteotomy in the maxilla, and additional
genioplasty. Two-thirds of the subjects (204 patients)
received surgeries to correct Class III skeletal
discrepancies. The remaining 114 Class II patients
underwent surgical repositioning to correct mandibu-
lar insufficiencies. Among Class III patients, 71
patients had single-jaw mandibular surgery, 133
patients had bimaxillary surgery, and 81 patients
had additional genioplasty. The patients had single- or
double-jaw surgery with or without genioplasty. All
patients received fixed orthodontic treatment. Patients
who had a cleft lip and palate, severe asymmetry, or
facial deformity due to a syndrome were not included.

The institutional review board for the protection of
human subjects of Seoul National University School
of Dentistry reviewed and approved the research
protocol (S-D 20140025).

For every patient, lateral cephalograms were
obtained before and after orthognathic surgery.
Postoperative cephalograms were taken at least 3.7
months (average, 9.5 months) after the surgery to
allow the resolution of postoperative swelling. Figure
1 illustrates the anatomical tracing, soft tissue outline,
cephalometric landmarks, and their abbreviations.
Forty-six skeletal landmarks and 32 soft tissue
landmarks from the glabella to the terminal point were
identified. With its origin at Sella, the vertical
reference was established perpendicular to Sella-
Nasion þ78. The x coordinates represented the
horizontal distance from the vertical axis, and the y
coordinates represented the vertical distance from the
horizontal axis measured in millimeters, which fol-
lowed the same superimposition method that ap-
peared in previous PLS studies.3,4,6,7 The coordinates
of every landmark on each tracing were sequentially
computed relative to the x and y reference system
with a custom digitizing program via Microsoft Visual
C# 2010 (Microsoft, Redmond, Wash).

Variables

The original prediction equation based on the PLS
method included a total of 232 input variables. The
input variables were the patient’s age, sex, time after
surgery, types of surgery, existence of genioplasty,
presurgical x and y coordinates of 78 cephalometric
landmarks, and the amount of the surgical skeletal
repositioning at each landmark in both the anteropos-
terior and vertical directions. The output variables were
the soft tissue responses at the 32 soft tissue
landmarks both in x and y coordinates, totaling 64
output variables.

Predicting Methods

First, a PLS model was built to construct the
prediction equation. While the PLS method included
all the landmarks as input variables, by imposing a
penalty (sparsity) in a preprocessing step of the PLS
algorithm, the sparse partial least squares (SPLS)
method selected a reduced set of input variables.
When the penalty term (eta) is zero, SPLS is
equivalent to the original PLS algorithm. As the penalty
term (eta) that has a value between 0 and 1 increases,
the number of selected input variables decreases.12

Eta values are progressively raised until there is a
significant difference in the prediction accuracy be-
tween the original PLS and SPLS methods.
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Validation and Prediction Accuracy Comparisons

To assess prediction accuracy on a new subject, the
leave-one-out cross-validation technique was applied
since this method is known to be the most appropriate
validation strategy in a clinical research framework.7,13

When applying the leave-one-out cross-validation
technique, a researcher includes all of the subjects
except one subject to build a model. The remaining
subject’s data can be used for validation because it
wasn’t used to build the model. The process is then
repeated to use every subject’s data as a validation
data set.

The mean absolute error of prediction, jYactual –
Ypredictedj, was used to represent the accuracy of a
prediction model. Since two-dimensional cephalomet-
ric images have two-dimensional errors, to compare
and visualize the error pattern, scattergrams with 95%
confidence ellipses were constructed.14,15 Language R
(Vienna, Austria)16 was used to perform statistical
analyses.

RESULTS

The prediction algorithms based on multivariate PLS
and SPLS methods were accurate regardless of the
type of surgery. There were no significant differences
in the prediction accuracy depending on surgical
movements, the gender of the subjects, or additional
surgeries (Figure 2).

When the sparsity term, eta value, was increased
from 0.1 to 0.99, the prediction errors by SPLS showed
an increasing pattern according to the sparsity term
(Table 3). However, even the SPLS with eta¼ 0.99 did
not demonstrate a statistically significant difference in
the prediction errors compared to the results from the
original PLS method. At this moment of eta¼ 0.99, the
number of input variables was reduced to 34 (Table 4).
Figure 3 illustrates those selected landmarks superim-
posed on a patient’s photographs.

DISCUSSION

The present study aimed to develop a practical
prediction algorithm for soft tissue change after surgery
that is applicable to a wide variety of surgical
corrections. Both the PLS and SPLS methods pro-
posed in the present study did not show a significant
difference in the prediction accuracy depending on
surgical movements, the gender of the subjects, or
additional surgeries, which implied that a single
equation could be applied to predict soft tissue
changes after orthognathic surgery. Previous studies1,2

reported that the predictability of the upper lip position
after mandibular setback or advancement was poor
and highly variable in both directions. On the other
hand, other articles8,17,18 reported that the main area of
inaccuracy was the lower lip. In this study, however,
both the PLS and SPLS predictions of the upper and
lower lip areas showed accurate results.

Statistical methods such as regression analyses
require the prerequisite condition of independence
among the input variables. As maxillofacial landmarks
are on adjacent or continuous structures, high corre-
lation among the landmarks should be considered. In
this regard, PLS algorithms that are capable of
controlling for the collinearity among input variables
are advantageous. PLS methods have gained popu-
larity in a broad range of fields in science because of
their competency in managing a large number of
variables and highly correlated data.19 In the present
study, one of the modifications on the PLS algorithm,
the SPLS method, showed accuracy comparable with
that of the original model, which had a much greater
number of input variables.

Table 1. Subject Characteristics

Variables N Mean

Standard

Deviation Minimum Maximum

Age, y

Female 191 24.1 5.3 16.0 51.6

Male 127 23.6 3.5 18.8 39.1

Time after surgery,

mo 9.5 4.1 3.7 30.5

Maxillary surgery

No 91

Yes 227

Genioplasty

No 139

Yes 179

Table 2. Features of Class II and Class III Subjects

Variables

Class II

Subjects

Class III

Subjects

n Mean SDa n Mean SDa

Maxillary surgery

No 20 71

Yes 94 133

Genioplasty

No 16 123

Yes 98 81

Overjet before surgery, mm 7.7 2.4 �5.8 3.8

Overbite before surgery, mm 2.7 3.1 �0.2 1.8

Amount of surgical repositioning at point A,b mm

Anteroposterior repositioning �0.2 2.1 1.4 1.9

Vertical repositioning �1.5 3.1 �1.1 2.3

Amount of surgical repositioning at point B,b mm

Anteroposterior repositioning 6.0 3.9 �7.3 3.8

Vertical repositioning �1.0 4.7 �2.9 4.2

a SD indicates standard deviation.
b A positive value indicates forward and downward in the

horizontal and vertical directions, respectively; a negative value
indicates either posterior direction or superior direction during
surgical repositioning.
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In general, the best prediction model would be the

simplest model that minimizes the error. To facilitate

clinical applicability, it would be more practical to have

a minimum number of input variables. When applying

an OLS method such as multiple linear regression

prediction, stepwise variable selection methods are

commonly used to reduce the number of input

variables in a parsimonious way and to find signifi-

cantly influential input variables of the prediction

equation. However, unlike OLS methods, the PLS

method is incapable of applying the conventional

stepwise variable selection technique. Instead, in

reducing input variables, the PLS method should put

sparsity on the matrix decomposition process, just as

principal component analyses do when reducing the

number of principal components.12,19–23 Setting sparsity

may play a similar role in reducing input variables, as a

stepwise variable selection technique provides for

multiple regression prediction models. As such, to

select a reduced set of cephalometric landmarks

objectively, the present study applied a handicapping

algorithm (ie, the SPLS method) by putting the sparsity

on the original PLS method. Through SPLS, insights

on key landmarks in predicting soft tissue changes

after orthognathic surgery were expected.

Figure 3 illustrates the landmark coordinates that

were shown to be critical for soft tissue profile prediction.

It was notable that the points selected by SPLS were

inconsistent with key landmarks. For example, the

variable selection process excluded well-known ana-

tomical landmarks such as Pogonion and Menton. It is

conjectured that the selected points might have

reflected the correlation among the landmarks. For

instance, when predicting the profile below labium

inferius, the landmark required was the y coordinate of

preoperative Gnathion, and the x coordinate of postop-

erative Pogonion. These points may seem insufficient,

yet they still brought about a more accurate prediction

result than that associated with the conventional

methods. This might have resulted from the highly

intercorrelated nature of the landmarks on the facial

profile.

After applying the sparsity term, eta ¼ 0.99, the

number of input variables was dramatically reduced from

232 to 34. The SPLS method considerably simplified the

prediction model. Although the resultant error values

Figure 1. Reference planes and 78 cephalometric landmarks used in the present study. Left: preoperative image, with hard tissue landmarks in

capital letters. Right: postoperative image, with soft tissue landmarks in lowercase letters.
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Figure 2. Prediction errors from the PLS (blue) and SPLS with eta¼ 0.99 (red). Left: plots are drawn from patients who underwent mandibular

surgery only; right: plots are drawn from patients who underwent maxillary surgery.

Table 3. Mean Absolute Error of Prediction from Partial Least Squares (PLS) and Sparse PLS (SPLS) Prediction Models According to Sparsity

Term, eta Values, from 0.1 to 0.99. To Concisely Report Results, Only Five Landmarks Among the 32 Soft Tissue Landmarks Investigated Are

Presented in this Table

PLS eta SPLS

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 0.99

Horizontal

Pronasale 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.91 0.91 0.91 0.90 0.87 0.88 0.97

Upper lip 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.20 1.20 1.19 1.18 1.20

Lower lip 1.10 1.10 1.10 1.10 1.10 1.10 1.10 1.10 1.10 1.10 1.10 1.10 1.08 1.08 1.20

Pogonion 1.24 1.24 1.24 1.24 1.24 1.24 1.23 1.23 1.23 1.23 1.23 1.23 1.26 1.31 1.23

Menton 2.09 2.09 2.09 2.09 2.09 2.09 2.08 2.09 2.08 2.09 2.09 2.12 2.10 2.07 2.05

Vertical

Pronasale 0.99 0.99 0.99 0.99 0.99 0.99 1.00 1.00 0.99 0.99 0.99 0.99 1.00 0.97 1.03

Upper lip 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.13 1.14 1.16 1.19

Lower lip 1.24 1.24 1.24 1.24 1.24 1.24 1.24 1.24 1.24 1.24 1.24 1.25 1.28 1.27 1.30

Pogonion 1.60 1.60 1.60 1.60 1.60 1.60 1.60 1.60 1.60 1.60 1.59 1.60 1.59 1.58 1.59

Menton 1.27 1.27 1.27 1.27 1.27 1.27 1.26 1.27 1.27 1.29 1.27 1.28 1.33 1.33 1.33
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from the SPLS were increasing over the sparsity values,

there was still no statistically significant difference.

Therefore, this SPLS prediction model seemed to be

more pragmatic for use in clinical image software.

The present study proposed how to produce a useful

model that is as accurate as the model developed with

a higher number of input variables. The future goal

might be the application of this method to three-

dimensional (3D) data. While 3D photogrammetry and

3D cephalometrics look promising in the near fu-

ture,21,24–26 one of the major challenges might be that a

3D prediction algorithm will demand more massive

data than would be required in a two-dimensional

situation. Going to 3D would present even more of a

burden on measurement and computational resources.

In 3D images of faces, for example, the number of input

variables may reach into the hundreds.21 This is

because a single landmark includes coordinate infor-

mation for all three planes of space as well as the

additional variables for 3D surface curvatures.21,27 The

variable selection methods applied in the present study

might be useful in dealing with a vast number of 3D

variables and might facilitate the development of

treatment prediction algorithms in 3D.

CONCLUSIONS

� The prediction algorithms based on PLS and SPLS

methods were accurate regardless of the type of

surgery.

Table 4. The Number of Input Variables in the Prediction Method and the Number of Selected Input Variables According to Sparsity Term, eta

Values, from 0.1 to 0.99a

PLS eta Sparse PLS

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 0.99

232 232 232 232 232 232 229 227 220 207 181 147 104 76 34

a PLS indicates partial least squares.

Figure 3. Selected landmark coordinates that were used in the SPLS with eta ¼ 0.99. Selected x coordinates are indicated as orange dots;

selected y coordinates are indicated as green dots; and selected landmarks (x and y coordinates) are indicated as red dots. Left: preoperative

image with hard tissue landmarks in capital letters; right: postoperative image with soft tissue landmarks in lowercase letters.
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� By applying the SPLS method, the number of input
variables could objectively be reduced while main-
taining a prediction level that was as accurate as
that associated with the original PLS prediction
model.
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