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Assessment of transferable forcefields for protein simulations attests
improved description of disordered states and secondary structure
propensities, and hints at multi-protein systems as the next challenge
for optimization
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Continuous assessment of transferable forcefields for molecular simulations is essential to identify their
weaknesses and direct improvement efforts. The latest efforts focused on better describing disordered
proteins while retaining proper description of folded domains, important because forcefields of the pre-
vious generations produce overly compact disordered states. Such improvements should additionally
alleviate the related problem of over-stabilized protein–protein interactions, which has been largely
overlooked. Here we evaluated three state-of-the-art forcefields, current flagships of their respective
developers, optimized for ordered and disordered proteins: CHARMM36m with its recommended cor-
rected TIP3P* water, ff19SB with the recommended OPC water, and the 2019 a99SBdisp forcefield by
D. E. Shaw Research with its modified TIP4P water; plus ff14SB with TIP3P as an example of the former
generation of forcefields. Our evaluation entailed simulations of (i) multiple copies of a protein that is
highly soluble yet undergoes weak dimerization, (ii) a disordered peptide with low, well-characterized
alpha helical propensity, and (iii) a peptide known to form insoluble b-aggregates. Our results recapitu-
late ff14SB-TIP3P over-stabilizing aggregates and secondary structures and place a99SBdisp-TIP4PD at
the other end i.e. predicting overly weak intermolecular interactions despite reasonably predicting sec-
ondary structure propensities. In-between, CHARMM36m-TIP3P* still over-stabilizes aggregates but pre-
dicts residue-wise alpha helical propensities in solution slightly better than ff19SB-OPC, while ff19SB-
OPC poses the best prediction of weak dimerization of the soluble protein still predicting aggregation
of the b-peptides. This independent assessment shows that the claimed forcefield improvements are real,
but also that a right balance between noncovalent attraction and repulsion has not yet been reached. We
thus propose developers to consider systems like those tested here in their forcefield tuning protocols.
Last, the good performance of CHARMM36m-TIP3P* further shows that tuning 3-point water models
might still be an alternative to the more costly 4-point models like OPC and TIP4PD.
� 2021 The Author(s). Published by Elsevier B.V. on behalf of Research Network of Computational and
Structural Biotechnology. This is an open access article under the CC BY-NC-ND license (http://creative-

commons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Molecular dynamics (MD) simulations using atomistic transfer-
able forcefields are increasingly gaining practical utility in struc-
tural biology, assisting studies in drug discovery [1,2], protein
folding [3–5], protein structure prediction and refinement [3,6,7],
intrinsically disordered peptides [8], unspecific interactions
induced at high concentrations [9–12], specific interactions
between biomacromolecules [13–15] and with membranes [13–
15], among some of the main applications. This has been possible
thanks to the continuous efforts dedicated to benchmark and
improve forcefields for molecular simulations and thanks to the
improvements in commonplace hardware and molecular dynamics
software, which enable today access to the multi-microsecond
timescale through plain unbiased MD simulations in a few weeks
or months of computing time for systems containing tens to
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low-hundred thousand atoms, and events occurring on even longer
timescales by applying enhanced sampling methods. The role of
continuously benchmarking simulations is of utmost importance,
especially as the access to longer simulation timescales for larger
systems unveils problems that remain undetected in shorter simu-
lations and on smaller systems. One such important problem was
realized in the last half decade: while the dynamic properties of
single well-folded proteins simulated alone in solution were quite
accurately reproduced by most forcefields, systems containing
multiple copies of the same well-folded protein turned out to
aggregation despite a real solution of the protein being perfectly
stable. Moreover, these forcefields could not accurately describe
the dynamical properties of disordered proteins, making them sub-
stantially more compact than what experimental measurements
reported [16–21]. The two problems seemed to be related to each
other, most likely arising from problems in the balance of electro-
static forces and hydrophobic effects mediated by water properties
which when balanced improve the resulting description. In partic-
ular, protein-water interactions were found to be too weak, thus
favoring noncovalent protein–protein interactions leading to over-
stabilization of protein–protein complexes, protein aggregates, and
disordered proteins.

In the last decade forcefield developers focused in improving
the simulation of disordered peptides and proteins, first aiming
only specifically at disordered systems [22–25] and then, espe-
cially in the last 5 years, attempting to retain accuracy for folded
proteins as well [26–28]. Recent reviews recap the strategies used
by developers to improve simulations of disordered proteins and
peptides [29–31]. Briefly, the main strategies adopted by forcefield
developers involved fine-tuning the parameters for dihedral and
non-covalent terms, adding specific corrections to backbone dihe-
drals to improve secondary structures attempting to reproduce
disorder yet leaving place for secondary structure propensities,
and adjusting water models to strengthen protein-water interac-
tions. Dihedral angle corrections through grid-based energy addi-
tions from dihedral angle statistics (CMAP), and development of
better water models, were in fact of key relevance. CMAP correc-
tions were first introduced to CHARMM22 and turned out to
improve description of disorder and secondary structure propensi-
ties, and to better capture the cooperativity of helix and hairpin
formation yet retaining CHARMM220s accuracy on folded proteins.
Since then, similar approaches were adopted for the development
of forcefields from CHARMM and also some Amber subfamilies, as
summarized by Mu et al. [29]. While these dihedral corrections
allowed mainly to improve the balance between secondary struc-
tures and disorder, the development of better water models that
strengthen protein-water interactions was key for simulations to
produce less compact ensembles of disordered proteins, more
compatible with experimentally determined sizes. Water models
most often used when tuning forcefields of the previous genera-
tions, mainly the 3-point TIP3P and SPC models, are well known
from work in the previous decade to interact too softly with pro-
teins, leading to the observed collapse of disordered ensembles
and overly strong protein–protein interactions [20,32].

Multiple studies have assessed the various forcefields from dif-
ferent generations upon their capacity to reproduce the behavior of
disordered systems not used for forcefield tuning [17,19,21,33–35],
but studies on their ability to properly reproduce solubility and
insolubility in the form of aggregation, fibrillation, etc. are scarce.
Although the problem of aggregating proteins has not been explic-
itly tackled, one would expect it to be at least partially alleviated if
it were truly of the same origin as the mainly water-blamed over-
compaction of disordered states. This idea was suggested by some
works and reviews but to date only limitedly tested [16.18,20], and
totally overlooked by forcefield developers -perfectly reasonable
because simulations of multiple proteins entail very large systems.
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Here we look into this problem by simulating systems that provide
strong yes/no cues: protein solutions that should remain soluble or
fibrillate -complemented by other subtler analyses.

Among the very large set of forcefields resulting from the com-
bination of different optimization strategies and water models, in
this work we have focused on three mainstream, transferable, non-
polarizable forcefields provided by the main forcefield developers
as their ‘‘official” versions targeted to both disordered and folded
proteins [26–28]. We tested these three forcefields for their capac-
ity to keep a protein of high solubility in a soluble form, and an
insoluble amyloid-prone peptide insoluble, while also keeping an
eye on their capacity to properly describe disorder with secondary
structure propensity. Specifically, we tested the latest official
forcefields from the Amber, CHARMM and D. E. Shaw Research
developers, each with the water model recommended and opti-
mized to reproduce the structural dynamics of folded proteins,
intrinsically disordered proteins, and folded proteins containing
disordered regions. These forcefields are CHARMM36m with the
recommended modified TIP3P (dubbed CHARMM36m-TIP3P*
throughout the article) [26], amber99SB-disp with the recom-
mended slightly modified version of TIP4P(D) (a99SBdisp-
TIP4PD) [28], and ff19SB of the Amber family with the recom-
mended OPC water model (ff19SB-OPC) [27]. We also tested ff14SB
from the Amber family with the standard TIP3P water model
(ff14SB-TIP3P) [36] as a representative of the previous generation
of forcefields before the introduction of corrections tailored to bet-
ter simulate disordered states. As far as we are aware of, the mod-
ern forcefields tested are the current ‘‘official” versions available
from their developers as of August 2020, except for a further
release from the D. E. Shaw group in 2020 that we could not
accommodate to run but which we briefly mention in the discus-
sion given its relevance to this work -as it was specifically devised
for protein–protein interactions [37].

On a brief description of the four force fields tested in this study,
ff14SB was rebuilt from ff99SB with a new fit of all backbone and
side chain dihedral parameters to improve the long-known defi-
ciencies and biases of previous Amber force fields on secondary
structures [36]. It is intended for use with standard TIP3P water
and its parametrization was not much concerned with disordered
proteins. With yet a new recalibration of backbone dihedrals and
CMAP corrections plus additional adjustments, the most modern
official Amber forcefield, ff19SB, performs better than ff14SB on
disordered proteins when accompanied with the 4-point OPC
water model. Much newer than the more established, computa-
tionally cheaper but arguably less accurate TIP3P water, the OPC
model describes liquid water around room temperatures closer
to experiment, and was shown to improve the description of some
intrinsically disordered proteins even with older-generation force-
fields like ff99SB [38]. The D. E. Shaw Research forcefield for folded
and disordered proteins tested here was developed by tuning the
torsional and van der Waals terms from amber99SB-ILDN and
found to optimally describe disordered proteins if used together
with a version of the 4-point TIP4P-D water model modified to
slightly strengthen dispersive forces [28]. Coming from a separate
family, CHARMM36m benefits from refined CMAPs relative to its
predecessor to improve backbone dihedral dynamics and espe-
cially to remove its bias towards left-handed helices; plus
improved salt bridge description between the guanidinium group
of arginine and the different carboxylate groups. Moreover, its
developers adjusted Lennard-Jones parameters of TIP3P water to
strengthen protein-water interactions, and recommend this model
for simulations with CHARMM36m as it produces less compact dis-
ordered states that better much the experimentally determined
gyration radii [26].

We challenged the four forcefields against (i) solutions of mul-
tiple ubiquitin molecules that should remain soluble yet
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experience certain intermolecular contacts favored through one
specific surface, (ii) an intrinsically disordered peptide of high sol-
ubility and slight helical propensity derived from huntingtin’s N-
terminus (dubbed Htt-1-19) that was not employed for calibration
of any of the tested forcefields, (iii) multiple copies of a peptide
corresponding to residues 16–22 of Alzheimer-related amyloid-b
peptide, highly insoluble and known to form b-amyloid fibers but
setup as if in solution, and (iv) a portion of a b-fiber from the same
protein (residues 16–40) of structure solved by X-ray diffraction.
Whereas evaluation of disorder and secondary structure propensi-
ties in Htt-1-19 involves quantitative comparisons between global
and residue-specific secondary structures observed in solution-
state experiments and in the simulations, much like in other works
tuning and evaluating forcefields, assessment of solubility was
approached here through strong soluble/insoluble cues by working
on extreme cases of (in)solubility. In our study, such extreme cases
are represented by ubiquitin in the high-solubility end, and the
amyloid-forming peptides in the other end.

Ubiquitin is a highly soluble protein, stable at millimolar con-
centrations for years at neutral and even slightly acidic pH [39] –
it is in fact used as a standard for protein nuclear magnetic reso-
nance (NMR). At such concentrations the average spacing between
protein molecules is in the order of the size of the molecule itself;
for example, at 10 mM the average surface-to-surface separation in
a group of ubiquitin molecules would be close to the protein’s
hydrodynamic radius of 11 Å. As a first approximation, then, it
would be very likely that the protein molecules collide with each
other often as they diffuse, giving place to transient interactions
that distribute smoothly over the protein surface. Detailed NMR
studies [40] have further revealed that at high concentrations ubiq-
uitin engages dynamic interactions through a specific surface, an
interaction limited to formation of dimers with a Kd of around
4.4 mM. Of course this dimerization is a highly dynamic equilib-
rium, i.e. the protein remains overall soluble. Moreover, the fact
that homodimerization takes place faster than the chemical shift
timescale indicates that the on and off rates are in the order of
106 s�1 or faster; thus, the transient binding and unbinding events
that underly weak homodimerization occur multiple times per
microsecond, a timescale accessible to modern atomistic simula-
tions. In a previous work [16] we showed that forcefields of the
previous amber99 generations could just not keep ubiquitin sol-
uble at neutral pH, let alone predict reversible homodimerization:
when 3 copies of ubiquitin were placed together and well-
separated inside a box of TIP3P water at a concentration of around
5 mM, the molecules consistently aggregated with a few hundreds
of nanoseconds leading to the incorrect prediction that such solu-
tion would not exist; moreover, the ‘‘aggregate” of protein mole-
cules got increasingly more compact over time. Similar studies
on other proteins of known high solubility have revealed the same
problems, also for other forcefields contemporary of the amber99
family [18].

On the other end of the solubility spectrum, peptides 16–22 and
16–40 of the amyloid-b peptide are totally insoluble in water. They
are so insoluble, that for experimentation they must be dissolved
and handled in aqueous mixtures containing high mole fractions
of acetonitrile, trifluoroacetic acids or other low-polarity solvents
[41]. And even in such conditions, after a certain lag phase the pep-
tides aggregate forming insoluble b-amyloid fibers. Simulations of
amyloid aggregation starting from multiple copies of short pep-
tides scattered inside a water box have been performed for years.
Most such simulations show aggregation within timescales of tens
to hundreds of nanoseconds, often producing b-rich structures as
expected. However, the fact that forcefields tend to overstabilize
interactions questions the validity of the observed aggregation
pathways, timescales and structures. In fact, a recent study com-
paring several forcefields upon their capacity to predict aggrega-
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tion of Ab-16-22 showed quite different pathways, secondary
structure contents and compactness [42]; and we are not aware
of any simulations leading to perfect b-fibrils: in the best cases,
simulations produce b-rich aggregates that look amorphous rather
than as elongated fibrils -possibly a consequence of overly stabiliz-
ing interactions, but also possibly a realistic consequence of the
high concentrations used in such simulations, as discussed by Stro-
del among other challenges for the simulation of amyloid aggrega-
tion processes [43].

We develop two more points before moving to the results sec-
tion. First, we would like to distinguish among a set of related
words and smoothen their meanings as used in theory/simulation
and in experiments. Throughout this text, solubility and insolubil-
ity refer to the formation of a single homogenous phase as opposed
to segregation into distinct phases. We call ‘‘aggregation” to the
process by which a solution becomes two or more distinct phases,
one of them much richer in protein, i.e. implying that the solute is
insoluble, even if it may have been initially set as ‘‘soluble” upon
preparation for MD simulation. On the contrary, dynamic interac-
tion and dimerization imply interactions between defined num-
bers of molecules that are reversible in the timescale of an
experiment or simulation, during which the system remains as a
single phase i.e. soluble. ‘‘Aggregation” as used here is in principle
irreversible, and encompasses processes like protein precipitation,
crystallization, and fiber formation.

Second, we stress that the overall message of this work is nei-
ther on protein aggregation, nor on fiber formation or solubility
calculations, but rather about forcefields overstabilizing interac-
tions. To this aim we use the strong clear-cut cases of highly sol-
uble vs. highly insoluble proteins/peptides to test the forcefields
on a simple-to-judge basis. Besides, we compare the forcefields
in their ability to reproduce dynamics of one peptide recently stud-
ied by us and others through NMR spectroscopies, not used in the
tuning of any of the tested forcefields.
2. Results

We ran all the systems described throughout the text and sum-
marized in Table 1 adding up to a total of around 28 ms for each
force field: single 10 ms simulations for Htt-1-19 peptides, whose
fast dynamics should be well covered in that timescale; three
2 ms replicas for systems containing 3 ubiquitin molecules, as this
was enough to see strong aggregation in the cases where this hap-
pened; single 1 ms simulations for systems with 9 ubiquitin mole-
cules as this was just to complement the 3-ubiquitin systems;
single 2 ms simulations for 10 Ab peptides as this was enough to
see aggregation and where anyway the lack of replicas was com-
pensated by the number of molecules; and three ~3 ms replicas
started from an Ab fiber. Table 1 provides more details on the sys-
tems, together with expected behaviors based on experimental
knowledge of the systems and how they compare to what is
observed in the simulations. We provide the coordinates of all sim-
ulated systems in the SI so that new forcefield developments can
be tested directly.
2.1. Testing solutions of multiple ubiquitin molecules

Akin to our previous work [16] but with state-of-the-art trans-
ferable protein forcefields as of 2019–2020, our first test involved
two systems containing ~5–6 mM solutions of ubiquitin [40], more
precisely 3 or 9 protein molecules in solvent boxes of size
~100 � 100 � 100 and ~135 � 135 � 135 Å3. At pH 7 ubiquitin
bears no net charge (pI 6.8 from sequence and from experimental
measurements) yet it is highly soluble up to 5–10 mM concentra-
tions, and highly stable at mildly acidic to mildly basic pH.



Table 1
Description of the systems, parameterization and trajectory lengths simulated in this work, together with a brief description of the key observations compared to the behavior
expected based on experimental knowledge of the different systems.

System Parameterization
(protein-water)

Replicas � length Expected behavior (italics) vs. observations in the simulations

Single Htt-1-19 peptide in 100 mM
KCl at neutral pH

Soluble and disordered but with ~10–30% helical propensity according to circular
dichroism spectra that peaks at residues 14–18 [45].

ff14SB-TIP3P 1 � ~ 10 ms Helix propensity too high (45%), highest for residues 3–12.
CHARMM36m-
TIP3P*

1 � ~ 10 ms 22% helix propensity, highest for residues 9–15.

a99SBdisp-TIP4PD 1 � ~ 10 ms 28% helix propensity, highest for residues 3–14.
ff19SB-OPC 1 � ~ 10 ms 29% helix propensity, highest for residues 4–11.

3 ubiquitin molecules around 5 mM,
in 100 mM KCl at neutral pH

Soluble but undergoing weak dimerization through a favored interface (residues 4–12,
42–51 and 62–71), exchanging in the microsecond timescale [40].

ff14SB-TIP3P 3 � ~ 1.7 ms Aggregation into dimers and then trimers that get increasingly more compact.
CHARMM36m-
TIP3P*

3 � ~ 2 ms Aggregation into dimers and then trimers but less compact than with ff14SB-TIP3P.

a99SBdisp-TIP4PD 3 � ~ 1.9 ms Soluble with a few short-lived encounters that do not match the NMR data; no
trimers.

ff19SB-OPC 3 � ~ 2.2 us Dimers lasting for tens to few hundreds nanoseconds, contacts most consistent with
NMR data yet not perfect; no trimers.

9 ubiquitin molecules around 5 mM,
in 100 mM KCl at neutral pH

Soluble but undergoing weak dimerization through a favored interface (residues 4–12,
42–51 and 62–71), exchanging in the microsecond timescale [40].

ff14SB-TIP3P 1 � ~ 0.95 ms Aggregates form and grow bigger and more compact.
CHARMM36m-
TIP3P*

1 � ~ 0.88 ms Aggregates form and grow bigger, but less compact than ff14SB-TIP3P.

a99SBdisp-TIP4PD 1 � ~ 1.1 ms Highly soluble, only collisions through no preferred surface.
ff19SB-OPC 1 � ~ 1.1 us Some dimers form that then grow into bigger aggregates, but slower than C36m.

10 Ab 16–22 molecules at around
10 mM, in 50 mM KCl at
neutral pH

Totally insoluble in water. Forms b-rich fibrils and amorphous aggregates depending on
conditions and concentration [41].

ff14SB-TIP3P 1 � ~ 1.8 ms Aggregate of large b content
CHARMM36m-
TIP3P*

1 � ~ 1.8 ms Aggregate of large b content

a99SBdisp-TIP4PD 1 � ~ 2 ms Remains soluble, some reversible formation of different pairs of strands
ff19SB-OPC 1 � 1.95 us Largely soluble, with small aggregates of b content

Fiber stretch of 10 Ab-40 strands
from PDB 2LNQ, in 50 mM KCl at
neutral pH

Totally insoluble fiber that does not dissociate in water [51].
ff14SB-TIP3P 3 � ~ 3 ms Rigid, max Ca RMSD 5–6 Å
CHARMM36m-
TIP3P*

3 � ~ 3 ms Less rigid than ff14SB, max Ca RMSD 8–10 Å.

a99SBdisp-TIP4PD 3 � ~ 3 ms Similar to CHARMM36m, max Ca RMSD 8–10 Å.
ff19SB-OPC 3 � ~ 3 us As rigid as ff14SB-TIP3P, max Ca RMSD 5–6 Å
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Although long-recognized as a monomeric protein, analytical
ultracentrifugation and NMR experiments revealed that it under-
goes dynamic dimerization with a weak dissociation constant of
4.4 mM [40]. Chemical shift mapping and paramagnetic relaxation
enhancement NMR experiments indicate that this noncovalent
dimerization takes place through an expansion of the slightly
hydrophobic surface patch centered at Ile44, that ubiquitin uses
to recognize many of its binding partners: residues 4–12, 42–51
and 62–71 (while crystallographic complexes of covalent ubiquitin
dimers show that they are stabilized by noncovalent contacts
through surfaces that involve mainly residues around the same
surface patch: 8, 9, 24, 32–54, 59, 68 and 70–75). The NMR data
also informs that the binding/unbinding equilibrium takes place
in the fast regime of chemical shifts, i.e. faster than the microsec-
ond timescale. This implies that microsecond-long simulations
should display, on top of unspecific transient interactions and con-
tacts produced by random collisions, a good number of binding and
unbinding events favored through the residues identified by NMR
to drive the weak noncovalent dimerization. In assessing our sim-
ulations, we therefore looked at two main cues: whether ubiquitin
remains soluble monomeric, forms dimers, trimers, or higher-order
aggregates when more molecules are available; and whether the
interfaces that mediate any interactions are enriched in those resi-
dues identified by NMR or not. Of note, by working at
concentrations slightly above the Kd and given the fast kinetics
of the process, a perfect simulation should readily reveal dimers
and even possibly experience some unbinding events where the
2629
dimers resolve into monomers; while trimers or any other bigger
complex are not expected.

With each forcefield, we ran the 3-molecule systems in three
independent replicas and the 9-molecule systems once. From a
visual inspection of the trajectories with 3 protein molecules it is
evident that they aggregate together strongly with ff14SB-TIP3P
(example in Fig. 1A), less so with CHARMM36m-TIP3P*, and even
less so or not at all with the other two modern forcefields. For a
more quantitative assessment we computed the distances between
the centers of mass of all three possible pairs of proteins over time
(Fig. 1B). The numbers confirm faster protein–protein complexa-
tion happening with ff14SB-TIP3P than with CHARMM36m-
TIP3P*, both showing quite strong binding to an extent that these
simulations would predict ubiquitin to be insoluble. Meanwhile,
the other two forcefields do not show aggregation of the three
molecules, at least in the timescale simulated. ff19SB-OPC shows
only dimer formation including swaps i.e. events in which the free
molecule binds the dimer releasing the opposing monomer (see for
example replica 3 at around 1400 ns). With the a99SBdisp-TIP4PD
simulation the proteins seem to only quickly collide with each
other without forming any complexes except for the last 200 ns
of replica 2 and two short periods of replica 3, and never forming
any trimers in the simulated timescale.

Qualitatively, what is observed with ff19SB-OPC and a99SBdisp-
TIP4PD would in principle reflect reality better than the aggrega-
tion observed with ff14SB and CHARMM36m, but orders-of-
magnitude longer simulations would be required to unbiasedly



Fig. 1. Tests on a concentrated ubiquitin solution. (A) Representative structures discussed in the text. On the left, example progression of aggregate formation from the
starting system in replica 1 of the simulation with ff14SB-TIP3P, showing each protein of the cell in shades of grey and proteins of the periodic cells in orange. On the right, the
closest match to an experimental ubiquitin-ubiquitin dimer (blue and red, PDB 1AAR) in the simulations with ff19SB-OPC (proteins from the simulation shown in grey), fit
either to Ca atoms of residues 1–72 of both proteins (left) or of only one protein (right, with the proteins separated for clarity, the cyan and magenta proteins are aligned). (B)
Interprotein distances (i.e. distance between centers of mass) over time for the 3 possible pairs of ubiquitin molecules, in the 3 independent replicas of 3 ubiquitin molecules
parameterized with the 4 tested forcefields. Red = distance between protein molecules 1 and 2, green = distance between molecules 1 and 3, blue = distance between
molecules 2 and 3, as depicted on the left in panel A. Each row of plots is an independent replica (n = 1,2,3); then from left to right: ff14SB-TIP3P, CHARMM36m-TIP3P*,
ff19SB-OPC and a99SBdisp-TIP4PD. In these plots, the dashed line is twice the gyration radius of ubiquitin i.e. 22 Å). (C) Fraction of frames in which each residue established
contacts with residues of other ubiquitin molecules, averaged from all replicas for each forcefield. Asterisks denote the residues involved in dimerization according to the
NMR study by Liu et al, while dots denote residues involved in crystal contacts in X-ray structures of covalent ubiquitin dimers. Note that for a99SBdisp-TIP4PD the y axis is
10 times smaller than in the other plots. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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characterize the thermodynamics and kinetics of the dimerization
equilibrium with each parametrization and thus better conclude
which one reproduces a real solution of concentrated ubiquitin
the best. We can however further compare the forcefields by using
the information about residues known to be engaged in weak non-
covalent dimerization from NMR experiments and in covalent
2630
ubiquitin dimers as crystallized, by comparing directly the residues
engaged in contact in the trajectories and in the structures and
NMR data (averaged over all replicas for each forcefield in
Fig. 1C). We clarify here that the NMR data only points at which
residues are engaged in the surface that mediates the noncovalent
dimerization, but contains no information about the specific pairs
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of residues in contact. This is why in Fig. 1C we compare the NMR-
identified residues just with the number of contacts experienced
by each residue of each protein (with any residue of the other pro-
teins) in the simulations. What we observed upon such comparison
is that although none of the forcefields captures the regions
involved in dimerization very well, the residue-wise contact pro-
files produced by ff19SB-OPC and a99SBdisp-TIP4PD seem best,
especially those produced by ff19SB-OPC which peak at residues
10, 30–40 and 65-end thus partially overlapping with the NMR-
derived data for noncovalent dimerization and the noncovalent
contacts observed in some X-ray structures of covalently linked
ubiquitin dimers. Interestingly, simulations with ff19SB-OPC
explore a few times a dimeric arrangement within ~7 Å Ca RMSD
(covering both proteins) of the covalent ubiquitin dimer in PDB
1AAR, which is among the covalent complexes that best match
the NMR data for noncovalent dimerization [40] (Fig. 1A, right).
In turn, for CHARMM36m-TIP3P* and ff14SB-TIP3P the aggregates
end up involving far too many residues in contact and no clear pre-
ferred binding poses. Moreover, the dimers that form with these
two forcefields eventually evolve into trimeric clusters that get
increasingly more compact behaving as mere aggregates, as illus-
trated from replica 1 of the simulation with ff14SB-TIP3P in Fig. 1A.

The simulations on systems containing 9 ubiquitin molecules
reveal similar outcomes, making more patent the strong inter-
protein binding with ff14SB-TIP3P and with CHARMM36m-
TIP3P*, showing also some aggregation for ff19SB-OPC that was
not clear for the simulations with 3 proteins. The effects are also
evident in plots of the total solvent-accessible surface areas vs.
time, such that ff14SB-TIP3P seems to favor the most compact
aggregates followed by CHARMM36m-TIP3P*, then ff19SB-OPC
and finally a99SBdisp-TIP4PD where the proteins remain fully sol-
uble and monomeric (Fig. S1).

Overall, as conclusion of these tests on concentrated ubiquitin
solutions, the two forcefields with finely tuned 4-point water
molecules (ff99SB-OPC and a99SBdisp-TIP4PD) seem to better
reproduce a real solution of concentrated ubiquitin. Of them,
a99SBdisp-TIP4PD keeps the protein more stable in solution, show-
ing no preferred interactions through any surface although within
this timescale and at the employed concentrations reversible
dimer formation should happen. Meanwhile, the residues involved
in protein–protein contacts in the simulations with ff99SB-OPC are
in better agreement with the identities of residues engaged in
actual interactions as determined by NMR for weak noncovalent
dimerization and in X-ray structures of covalent ubiquitin dimers.
Thus, for this system the ff99SB-OPC simulations seem to repro-
duce reality the best.

2.2. Testing a disordered peptide with localized helical propensity

As briefly reviewed in the introduction, the main goal of recent
forcefield optimization efforts including those that led to
CHARMM36m-TIP3P*, ff19SB-OPC and a99SBdisp-TIP4PD tested
in this work, was not to properly account for solubility in
multiple-protein systems as tested above for ubiquitin but rather
to properly account for structural dynamics of isolated, highly dis-
ordered, soluble polypeptides -which being related to the protein–
protein interaction problem, could have simultaneously solved
both. We tested the four forcefields against this specific issue by
simulating a disordered peptide not used in any of the parameter
optimization protocols of the tested forcefields: the first 19 amino
acids of huntingtin’s exon 1, i.e. the 17 fully conserved N-terminal
amino acids followed by the first two glutamine residues of the
glutamine expansion, dubbed here Htt-1-19. This peptide has a
net charge of +1 at pH 7; it is highly soluble and intrinsically disor-
dered but with a slight alpha helical propensity quantified at
around 10–30% from circular dichroism (CD) spectra at pH 7, that
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gets further stabilized in presence of trifluoroethanol [44,45]. Fur-
thermore, 13C chemical shift propensities for exon 1 and the Htt-1-
19 peptide at pH 7 disclose residual alpha helical propensity
around residues ~5–19, with a maximum at around residues 15–
18 [45–47] at acidic and neutral pH (Fig. 2A). Meanwhile, crystal-
lization of a protein fusion of huntingtin’s exon 1 to maltose bind-
ing protein (MBP) enforces a fully helical conformation as revealed
by X-ray diffraction [48].

Starting from a fully extended conformation set up at pH 7, we
simulated the peptide for 10 ms with each forcefield. We note that
although 1H-15N NOE values and secondary 13C shifts reveal some
local secondary structuring, the 15N relaxation data and the sharp
NMR signals imply a very dynamic nature [45,46]. Thus, 10 ms
simulations should be long enough to capture some formation
and rupture of local secondary structures, as we indeed observe.
In fact, none of these trajectories gets stuck in any specific confor-
mation. In order to make a more quantitative comparison, we
recurred to a fully helical structure of the peptide as a reference
to compare against. This seemed the most appropriate choice
because our simulated peptide does not correspond to the exact
same constructs studied by NMR; also because the only
solution-state NMR model (shown in Fig. 2A) is based on 13C
chemical shifts only hence it is of limited accuracy and it does
not reflect the full dynamic nature of the peptide; and also
because the strongly helical structure observed in the X-ray struc-
ture indicates that a fully helical structure is available within the
conformational landscape of the peptide. By comparing the con-
formations adopted by the peptide against a fully helical struc-
ture taken as reference, more intelligible than a random
disordered peptide, we can better compare the residue-averaged
and global time-averaged helical propensities to estimates from
solution-state CD (for global helix propensity) and 13C NMR
chemical shifts (for residue-wise propensities).

Simulations with all 4 forcefields show some interconversions
to conformations within 2–3 Å RMSD of a fully helical state
(Fig. 2B,C); however, ff14SB-TIP3P favors this state substantially
more than the other forcefields. Calculation of local secondary
structure for each residue throughout each simulation (Fig. 2D)
reveals 22% helix propensity for CHARMM36m-TIP3P*, 28% for
a99SBdisp-TIP4PD and 29% for ff19SB-OPC, all lower than that for
ff14SB-TIP3P (45%). Inspection per residue shows that the amber-
based forcefields predict a maximal helical propensity between
residues 4 and 10 with the a99SBdisp-TIP4PD and ff99SB-OPC pro-
files looking like dampened versions of ff14SB-TIP3P, whereas the
per-residue helicity profile for CHARMM36m-TIP3P* is shifted to
the C-terminus with highest helical propensity between residues
9 and 15. Although all 3 modern forcefields capture roughly the
right helical content as determined by CD, the profile over
sequence observed for CHARMM36m-TIP3P* is more consistent
with the residue-wise propensities estimated from 13C chemical
shifts which show stronger alpha helical propensity towards the
C-terminus.

2.3. Testing a highly insoluble fragment from Alzheimer-related
amyloid-b peptide

We then challenged the forcefields to reproduce the opposite of
what we tested with ubiquitin: the insolubility of peptides derived
from the Alzheimer-related amyloid-b (Ab) peptide. The full Ab
peptide is released upon proteolysis of the amyloid precursor pro-
tein as a version containing 39–43 residues [49]; it is somewhat
soluble in water buffer but forms fibers after a lag phase whose
duration depends on multiple factors, while some of its segments
are totally insoluble, i.e. water solutions of them cannot be pre-
pared. Specifically, we here tested the four forcefields on two sys-
tems containing multiple copies of two segments of the Ab peptide



Fig. 2. Tests on Huntingtin’s Nt19 peptide. (A) Model of Huntingtin segment Nt17Q17 computed from 13C chemical shifts at neutral pH by Baias et al. [46], showing on the
right the sequence of the Htt-1-19 peptide under study and the helical propensities derived for it from 13C chemical shifts [45] and from an X-ray structure of huntingtin’s
exon 1 fused to maltose binding protein (PDB ID 3IO6), where ‘‘h” and ‘‘H” mean low and helical propensity, respectively. (B) RMSD from an ideal helical conformation over
10 ls of unbiased MD simulation of Htt-1-19. The dashed line is set at 2 Å RMSD, under which the peptide is essentially fully helical. (C) Histogram of RMSD densities from the
data in panel B. (D) Fractional helicity per residue averaged throughout each of the four simulations. The total average helical content is 45% for ff14SB-TIP3P, 23% for
CHARMM36m-TIP3P*, 28% for a99SBdisp-TIP4PD and 29% for ff19SB-OPC.
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known to rapidly form b-rich aggregates upon attempt to dissolu-
tion in water at neutral pH [50]. These peptides are in fact so insol-
uble in water, that their experimental handling requires the use of
large mole fractions of other solvents [41]. And even in such sol-
vents, the peptides undergo aggregation within seconds to a few
hours forming fibers if at micromolar concentrations or amorphous
aggregates if at millimolar concentrations, in both cases very rich
in b-sheets that are easily evidenced by CD, infrared spectro-
scopies, etc.
2632
One set of simulations consists in 10 molecules of the Ab-
derived KLVFFAE segment initiated from random positions, i.e.well
spread in solution, in a box that renders them ~10 mM in concen-
tration. We ran this system in single replica with each forcefield,
but we note that the presence of 10 molecules compensates for
the lack of multiple independent runs, and as we detail below
we observe quite neat similarities and differences among force-
fields, that look significant at least in the timescale tested and
possibly beyond too. The other set of simulations are setup from



L.A. Abriata and M. Dal Peraro Computational and Structural Biotechnology Journal 19 (2021) 2626–2636
an X-ray structure of a portion of amyloid fiber formed by Ab 26–
40, of sequence QKLVFFAENVGSNKGAIIGLMVGGVV which
includes the smaller KLVFFAE peptide that makes the first system.
This structure of this piece of b-amyloid fiber was determined by
X-ray diffraction (PDB ID 2LNQ [51]). The unit cell contains 5
polypeptides of this same sequence, each turning at the GSN triplet
and folding on itself to form a hydrophobic interior and all stacking
head-to-tail forming a quite planar arrangement that repeats itself
along the crystal. We ran this system in triplicate with each force-
field, each for at least 3 ms.

On challenging the forcefields with these systems we expect the
10 mM solution of KLVFFAE to lead to aggregation with formation
of b structures, and the amyloid Ab 26–40 fiber to remain insoluble
and well structured.

In the simulations starting from a solution of 10 KLVFFAE pep-
tides (at pH 7 where the peptide is neutral) both CHARMM36m-
TIP3P* and ff14SB-TIP3P led to b-rich aggregates (example in
Fig. 3A for CHARMM36m-TIP3P*) within a few hundred nanosec-
onds, while a99SBdisp-TIP4PD and ff19SB-OPC did not, their pep-
tides remaining fully disordered and with only some b
structuring even after ~2 ls of simulation. Aggregation can be
judged more objectively from the resulting drop in the total
solvent-accessible surface area of the peptides (Fig. 3A), which is
slightly stronger for ff14SB-TIP3P than for both CHARMM36m-
TIP3P* and virtually null for the other two forcefields, although
the simulation with ff19SB-OPC does feature some small drops in
SASA due to some small fast-resolved aggregates. Overall this trend
is analogous to that of aggregation propensity reported above for
ubiquitin solutions. Coarsely, ff14SB-TIP3P and CHARMM36m-
TIP3P* would pose that aggregation takes place within a microsec-
ond timescale, which cannot be compared to a number in solution
because this exact experiment cannot practically be carried out
due to the extreme insolubility of the peptide. However, the main
conclusion derived from these simulations, i.e. that the peptide is
essentially insoluble, would be correct. For ff19SB-OPC and
a99SBdisp-TIP4PD the conclusion is less clear, because it could
well occur that the peptides aggregate in a longer timescale; in
such case the simulations would be predicting a lag phase that
does exist for many other amyloid-prone but less insoluble pep-
tides like for example the full Ab peptide itself.

Notably and consistently with the known nature of KLVFFAE
aggregates, the peptides aggregated with ff14SB-TIP3P and
CHARMM36m-TIP3P* adopt substantial b-sheet conformation
(40–50%, Fig. 3B). In the simulations with a99SBdisp-TIP4PD and
Fig. 3. Tests on solutions of 10 randomly spread, extended KLVFFAE peptides. (A) Exampl
TIP3P*, with the amino acid sequence shown in one peptide. (B) Solvent-Accessible Su
fractional b content averaged throughout the trajectories. In the three plots, blue is ff14SB
OPC. (For interpretation of the references to colour in this figure legend, the reader is re
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ff19SB-OPC, where peptides did not aggregate in the simulated
timescale, there is also some 20% b structuring. In all cases the b
content is stabilized by around 200 ns, but fluctuates largely espe-
cially with ff14SB-TIP3P (Fig. 3B, right). Overall, regarding the
capacity to quickly predict the strong insolubility and b-rich struc-
ture of the KLVFFAE peptide CHARMM36m-TIP3P* and ff14SB-
TIP3P would rank similarly, both better than the other two
forcefields.

In all four simulations started from the structure of a piece of
fiber of Ab 16–40 (Fig. 4A, also at pH 7 where each fibril has a
net charge of +1) its constituent peptides remain stack to the fiber
over 3 ls of simulation, indicating insolubility in this timescale.
However, RMSD profiles from the starting structure and b-sheet
contents over time (Fig. 4B) show that the systems parameterized
with ff14SB-TIP3P and ff19SB-OPC are somewhat more stable than
those parametrized with a99SBdisp-TIP4PD and CHARMM36-
TIP3P*. Although this could suggest that the peptides are beginning
to dissolve, the contacts are still extensive and testing this hypoth-
esis would require much longer simulations. It is interesting that
the resulting trend is not exactly the same as in the other cases,
because here ff19SB-OPC behaves closer to ff14SB-TIP3P, both pos-
sibly better than the other two forcefields by making the fibril
stable.

Summarizing the results in this section, it appears that ff14SB-
TIP3P and CHARMM36-TIP3P* both greatly favor formation of
amorphous b-rich aggregates, while a99SBdisp-TIP4PD shows
much higher solubility and disorder in the simulated timescale.
Although we cannot rule out that a99SBdisp-TIP4PD could produce
b-rich aggregates in longer simulations, this seems unlikely, and
the lack of any aggregation parallels our observations on the ubiq-
uitin systems and even the latest observations from its developers
on the much longer timescales they achieve with their specialized
computer for MD simulations [37]. Meanwhile, ff19SB-OPC seems
closer to a99SBdisp-TIP4PD than to the other forcefields consider-
ing that it did not show strong binding nor any aggregation of the
Ab peptides, although there were some transient interactions, but
it seems closer to ff14SB-TIP3P regarding its capacity to keep the
amyloid aggregate insoluble and stable. It is clear that much longer
simulation lengths are required to draw more solid conclusions
about the performance of these forcefields on these systems, espe-
cially to know if a99SBdisp-TIP4PD and CHARMM36-TIP3P* would
eventually fully dissolve the Ab fiber in much longer simulations
and if ff19SB-OPC would eventually result in aggregation of the
KLVFFAE peptides.
e b-aggregate, in this case observed at the end of the simulation with CHARMM36m-
rface Area (SASA) over time, fraction of residues in b conformation over time, and
-TIP3P, red is CHARMM36m-TIP3P*, green is a99SBdisp-TIP4PD and black is ff99SB-
ferred to the web version of this article.)



Fig. 4. Tests on an amyloid aggregate. (A) View of the starting structure used in the simulations, from PDB ID 2LNQ [51]. (B) Overall Ca RMSD from the starting structure. (C)
Overall b content against time. In both plots, ff14SB-TIP3P is in blue, CHARMM36m-TIP3P* in red, a99SBdisp-TIP4PD in green and ff19SB-OPC in black. (For interpretation of
the references to colour in this figure legend, the reader is referred to the web version of this article.)
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3. Discussion

We have here challenged the latest transferable nonpolarizable
forcefields for atomistic molecular simulations from leader devel-
opers against a series of problems that involve (i) keeping soluble
proteins in solution state with the additional difficulty of predict-
ing weak dimerization, yet (ii) making insoluble peptides aggre-
gate into b-rich structures and keeping a b-fiber insoluble, and
(iii) properly keeping a disordered peptide not too compact yet
reproduce its helical propensity. Although the tested forcefields
were only optimized with the latter kind of goal in mind, on which
all three modern forcefields improve relative to the older taken as
reference, we do see some evidence of improved behavior of mul-
tiprotein systems too, especially for ff19SB-OPC and
CHARMM36m-TIP3P*.

The results from all our tests can be summarized by ordering
the forcefields by their tendency to make proteins and peptides
more or less compact, either through strong binding and eventual
aggregation (ubiquitin and Ab peptides) or secondary structure
stabilization (Htt-1-19). The resulting order is ff14SB-TIP3P as
the most compaction-favoring forcefield, followed by
CHARMM36m-TIP3P*, then ff19SB-OPC. and finally a99SBdisp-
TIP4PD as the forcefield that totally disfavors aggregation. Within
this series, ff14SB-TIP3P and a99SBdisp-TIP4PD represent two
opposite extremes, both bad as the former overstabilizes ubiquitin
aggregates and the a-helix propensity of the huntingtin peptide
too much and the latter misses the expected intermolecular inter-
actions between ubiquitin molecules and even between peptides
expected to aggregate very rapidly as they are totally insoluble in
water. In-between, both CHARMM36m-TIP3P* and ff19SB-OPC
predict a correct extent of a-helical propensity for the huntingtin
peptide (slightly better for CHARMM36m-TIP3P*) and b-strand
propensity for the Ab peptides. a99SBdisp-TIP4PD reproduces
Htt-1-19 disorder and helical propensity similarly to ff19SB-OPC.
CHARMM36m-TIP3P* over-stabilizes ubiquitin aggregates too
much, whereas ff19SB-OPC keeps ubiquitin soluble with just some
contacts that somewhat match those expected from NMR data but
it does not lead to aggregates of the Ab peptides at least in the
timescale of the simulation, although it does keep the amyloid fib-
ril in a compact state and it does produce some b-strand dimers in
the aggregation simulation that could potentially result in b-
aggregates in longer trajectories.

Regarding a99SBdisp-TIP4PD, although we cannot exclude that
results could have been better in longer timescales, recent tests
carried out by its developers showed that this forcefield cannot
keep together some protein–protein complexes known to be of
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high affinity [37], thus attesting in favor of our conclusion that it
fails to capture interprotein interactions. That same study includes
the development of a new optimization forcefield supposed to
improve protein–protein complexation while preserving good
description of ordered and disordered proteins isolated in solution.
Even such ad hoc optimization, despite improving from a99SBdisp-
TIP4PD, still does not properly explain affinities, as the authors
found. It is thus clear that the problem still deserves attention,
the positive point being that at least this group of forcefield devel-
opers are now incorporating multi-protein systems in their targets
for improvement. It is important though that observables for single
proteins, either ordered, disordered or mixed, be kept under the
eye, because our findings suggest that the optimal balance
between stabilizing and destabilizing interactions requires exqui-
site tuning, and that optimizations that look good enough for dis-
ordered proteins are peptides may still be insufficient to properly
describe multiprotein systems.

Importantly, all four forcefields could correctly capture the sec-
ondary structures preferred by the two peptides involved in the
studies. Huntingtin’s peptide 1–19 is disordered with a substantial
helical propensity that all forcefields captured, with ff19SB-OPC,
CHARMM36m-TIP3P* and a99SBdisp-TIP4PD even correctly cap-
turing the ~20% population estimated by circular dichroism (overly
stabilized by ff14SB-TIP3P, as expected). Likewise, the short Ab
peptide aggregated in all four cases into b-sheets, also consistent
with the secondary structure it adopts in fibrils and even in amor-
phous aggregates. Since short peptides have intrinsically fast
dynamics, often in the microsecond timescale, current simulation
power allows sampling their multiple conformational transitions
thus coming closer to fulfillment of the ergodic hypothesis. A more
extensive benchmark specifically tailored to predicting the sec-
ondary structures of peptides through atomistic simulations may
then be worth in the near future.

A further important note concerns the water models. The
good performance of CHARMM36m-TIP3P*, very comparable to
that of ff19SB with OPC, shows that 3-point water models
might still be good alternatives to the more costly 4-point mod-
els like OPC and TIP4PD. However, 4-point models are only
recently being tested extensively, so their role in improving
the description of multi-protein and disordered states may not
have been fully exploited yet. A related point is that of polariz-
able forcefields like Drude [52] and Amoeba [53], which as far
as we know have not been benchmarked in independent tests
but could hold the key to complete descriptions of biomolecular
physics especially regarding correct modulation of hydrogen
bonding and charge-pair interactions, interactions of strong
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polarization origin such as cation-p interactions, and water-
mediated effects [54–56].

An important limitation in most if not all MD simulation studies
is the limited timescale of sampling relative to the actual timescale
of relevant molecular motions. Enhanced-sampling simulations
help to cover this gap, but they can introduce artifacts especially
if the collective variables are not properly chosen or scanned
[57], hence the preference for long unbiased simulations and repli-
cas over forcing reaction coordinates. In our microsecond-
timescale simulations, the predictions of ubiquitin and KLVFFAE
peptide being quite insoluble are neat and aggregation looks irre-
versible when it happens; moreover, these cases involve assem-
blies with more than 2 molecules which are known to not exist
(or in the best case be very scarcely populated). Similarly, a time-
scale of 10 ms should be sufficient to sample the fast dynamics of
the short Htt-1-19 peptides, and in fact the simulations show mul-
tiple transitions between disordered and helix-like states. The
number of transitions is per se not sufficient to compute free ener-
gies, but stresses the main differences quite clearly. Last, the case
of the amyloid fiber is the only one where our results are most sen-
sitive to simulation length and number of replicas, hence less con-
clusive. In this and all cases, a 10X longer simulation timescale
could probably better discern the accuracies of the different force-
fields, a timescale probably achievable within the next decade.
Another caveat in our simulations of multiple ubiquitin and
KLVFFAE peptides is that although the starting orientations are
randomized, there is no way to ensure that these orientations do
not introduce any artifacts or biases. Ideally, one should begin
our simulations with a huge number of different configurations
that sample the different relative orientations and distances, but
this is of course intractable. On the good side, we note that the
molecules are far enough to initially diffuse as if they were isolated
in solution and differently in the different replicas, before engaging
in contacts.

To conclude, we acknowledge that the forcefield improvements
claimed by all developers are evident in our results, with a positive
prospect as developments slowly converge to the right balance
between sources of attractive and repulsive forces. Overall, in our
tests CHARMM36m-TIP3P* and ff19SB-OPC seem to emerge as
the most recommendable forcefields, with CHARMM36m-TIP3P*
having the advantage that it entails much smaller number of par-
ticles for a given size of simulation box as it uses a 3-point water
model. Of course, any conclusion recommending a forcefield over
others is very limited and biased, due the small number of systems
tested. Besides, certain tasks might be better suited to more speci-
fic forcefields; for example, one may want to stick to one of the
forcefields specific for intrinsically disordered proteins for simula-
tion of single purely disordered systems, and in fact some are still
better than for example CHARMM36m for this [29]; while a project
involving nucleic acids or membranes may require specific force-
fields for these molecules that may have only been tested together
with other specific forcefields for proteins.

As a closing remark we pose again that in order to advance
forcefield evolution developers need to simultaneously consider
not only single folded, disordered and mixed proteins, but also
multiprotein systems expected to either remain soluble or aggre-
gate. We provide in the SI the starting coordinates for all systems
simulated here, so that they can be used for testing new forcefields
in future works.

4. Methods

Systems to simulate concentrated ubiquitin solutions were pre-
pared by randomly placing 3 or 9 ubiquitin molecules from PDB ID
1UBQ in a box of size ~100 � 100� 100 Å3 (for 3 protein molecules,
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reaching 5 mM concentration) or ~135 � 135 � 135 Å3 (for 9 pro-
tein molecules, reaching 6 mM concentration). For Htt-1-19, the
peptide was initially built in a fully extended conformation (64 Å
long) and placed along the largest dimension of a box of size
100 � 70 � 50 Å3; then after some compression happening in
<100 ns of simulation, a new, smaller system was prepared to
extend the simulations as presented. The system with 10 Ab pep-
tides was setup by randomly placing 10 copies of a peptide built
in extended conformation, inside a box of size
110 � 115 � 115 Å3 (10 mM). The Ab fiber system was set from
PDB 2QLN with minimum 20 Å spacing to the edges of the solvent
box. All systems were prepared with standard protonation states
corresponding to pH 7, and neutralized to 100 mM KCl. For
parametrization, ff14SB-TIP3P systems were prepared with the
Amber18 package and ff19SB-OPC systems with the Amber20
package; CHARMM36m-TIP3P* systems were built with
CHARMM-GUI as of august 2018; and a99SBdisp-TIP4PD systems
were built with Gromacs 2018 using the parameters provided by
D.E. Shaw Research. Simulations with ff14SB were run with
Amber18, those with ff19SB using Amber20 provided by the devel-
opers, and simulations with CHARMM36m and a99SBdisp were
run with Gromacs 2018. All simulations were carried out in NPT
conditions at 300 K and 1 atm, with 2 fs integration timestep, no
special mass repartitioning, using SHAKE to constrain bond lengths
involving hydrogen atoms, and 12 Å cutoff for nonbonded interac-
tions switching from 10 Å with PME treatment of electrostatics.
Before each NPT production simulation, we minimized the systems
and equilibrated them in NVT from 0 to 300 K over 1 ns of simula-
tion with CA atoms constrained followed by 1 ns of unrestrained
simulation. All analyses were carried out with in-house VMD and
Matlab scripts.
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