
Systematic Parametrization of Divalent Metal Ions for the OPC3, 
OPC, TIP3P-FB, and TIP4P-FB Water Models

Zhen Li,
Department of Chemistry, Michigan State University, East Lansing, Michigan 48824, United 
States

Lin Frank Song,
Department of Chemistry, Michigan State University, East Lansing, Michigan 48824, United 
States

Pengfei Li,
Department of Chemistry, Yale University, New Haven, Connecticut 06511, United States

Kenneth M. Merz Jr.
Department of Chemistry and Department of Biochemistry and Molecular Biology, Michigan State 
University, East Lansing, Michigan 48824, United States

Abstract

Divalent metal ions play important roles in biological and materials systems. Molecular dynamics 

simulation is an efficient tool to investigate these systems at the microscopic level. Recently, four 

new water models (OPC3, OPC, TIP3P-FB, and TIP4P-FB) have been developed and better 

represent the physical properties of water than previous models. Metal ion parameters are 

dependent on the water model employed, making it necessary to develop metal ion parameters for 

select new water models. In the present work, we performed parameter scanning for the 12–6 

Lennard-Jones nonbonded model of divalent metal ions in conjunction with the four new water 

models as well as four previous water models (TIP3P, SPC/E, TIP4P, and TIP4P-Ew). We found 

that these new three-point and four-point water models provide comparable or significantly 

improved performance for the simulation of divalent metal ions when compared to previous water 

models in the same category. Among all eight water models, the OPC3 water model yields the best 

performance for the simulation of divalent metal ions in the aqueous phase when using the 12–6 

model. On the basis of the scanning results, we independently parametrized the 12–6 model for 24 

divalent metal ions with each of the four new water models. As noted previously, the 12–6 model 

still fails to simultaneously reproduce the experimental hydration free energy (HFE) and ion-

oxygen distance (IOD) values even with these new water models. To solve this problem, we 

parametrized the 12–6-4 model for the 16 divalent metal ions for which we have both experimental 
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HFE and IOD values for each of the four new water models. The final parameters are able to 

reproduce both the experimental HFE and IOD values accurately. To validate the transferability of 

our parameters, we carried out benchmark calculations to predict the energies and geometries of 

ion–water clusters as well as the ion diffusivity coefficient of Mg2+. By comparison to quantum 

chemical calculations and experimental data, these results show that our parameters are well 

designed and have excellent transferability. The metal ion parameters for the 12–6 and 12–6-4 

models reported herein can be employed in simulations of various biological and materials 

systems when using the OPC3, OPC, TIP3P-FB, or TIP4P-FB water model.

Graphical Abstract

INTRODUCTION

Metal ions play significant roles in biology.1–3 For example, over 25% of all proteins need 

metal ions.4–6 As a major category of metal ions, divalent metal ions are not only important 

for proteins,7,8 carbohydrates,9 nucleic acids,10 and lipids,11 but are also valuable in the 

materials sciences.12–14 Computational chemistry is an effective tool to investigate metal 

ion-containing systems in biology as well as materials.15,16 Compared to quantum 

mechanics-based models, force field models have significant advantages in computational 

costs. However, simultaneously reproducing the thermodynamics (e.g., hydration free 

energy) and structural features (e.g., ion–oxygen distance) of metal ions in the aqueous 

phase is a challenge.17 The challenge is even bigger for modeling metal ions in more 

complicated systems such as metalloproteins. A variety of force field models have been 

developed for metal ion modeling, such as the bonded model,18 the nonbonded model,19 the 

cationic dummy atom model,20 the Drude oscillator model,21,22 the fluctuating charge 

model,23 and ReaxFF.24 A comprehensive review concerning metal ion modeling has been 

recently provided by Li and Merz.25

The bonded model is widely used for metalloprotein modeling.18,26–30 In this model, the 

metal ion is covalently bonded to the coordinating residues. The bond, angle, dihedral, van 

der Waals (vdW), and electrostatic interactions are described by classical terms. Different 

schemes have been developed to parametrize these terms.25 Although the bonded model can 

reproduce experimentally determined structures of metal sites, it cannot simulate ligand 
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exchange or switches in coordination number (CN), which is crucial for modeling catalytic 

metal centers as well as metal transport. One alternative model is the cationic dummy model 

proposed by Åqvist and Warshel.20,31 In this model, dummy particles are distributed around 

the metal ion with a predefined geometry. These dummy particles are covalently bonded to 

the ion center, while the rigid cation–dummy particle framework interacts with the 

coordinating residues through vdW and electrostatic interactions. However, only a few metal 

ions have been parametrized for this model,32–36 and it can be biased by the predefined 

geometry. Moreover, the cationic dummy atom model which works for a certain system may 

not be suitable for another system.37

The nonbonded model is another widely used model for metal ions. In this model, the metal 

ion is represented by a soft sphere that usually has an integer charge and interacts with the 

environment through vdW and electrostatic interactions. The 12–6 Lennard-Jones (LJ) 

potential38 is the most widely used potential to describe the vdW interactions, although the 

Born–Mayer potential may be used instead.39 Recently, Li, Merz, and co-workers 

parametrized various (mono-, di-, tri-, tetra-valent) ions for the 12–6 LJ nonbonded model in 

conjunction with several explicit water models by targeting the experimental hydration free 

energies (HFEs) or the ion–oxygen distances (IODs).17,19,40 Meanwhile, they also found 

that when a metal ion has a charge of +2 or higher the 12–6 LJ nonbonded model is not able 

to reproduce the experimental HFE and IOD simultaneously. Moreover, Li and Merz 

proposed that this deficiency originated from overlook of the ion-induced dipole interaction 

in the 12–6 model. To solve this problem, they proposed adding a C4 term to the 

conventional 12–6 model to take this interaction into account.41 This was chosen because 

the ion-induced dipole interaction is proportional to r−4, where r is the distance between two 

particles.41 The new model was named the 12–6-4 LJ-type nonbonded model, and it can 

reproduce both the experimental HFE and IOD simultaneously for various metal ions.41 

Furthermore, the 12–6-4 model can also simulate ion–ligand interactions. For example, by 

optimizing the C4 term between metal ion and ligands, Sengupta et al. showed that the 12–

6-4 model can simulate the chelate effect between metal ions and ethylenediamine in the 

aqueous environment, capturing both the thermodynamic and structural features 

simultaneously.19,42 In addition, the 12–6-4 model can accurately model the interactions 

between nucleic acids and metal ions after parameter optimization.43 Furthermore, inspired 

by the 12–6-4 model, Liao et al. added the C4 term into the cationic dummy atom model and 

parametrized the new model for several divalent and trivalent metal ions.44

Because of its speed and accuracy in describing the interactions between metal ions and 

coordinating ligands, the 12–6-4 model serves as an excellent model for simulating metal 

ions in molecular dynamics (MD) simulations. Previously, Li, Merz, and co-workers 

parametrized the 12–6-4 model for metal ions19,40,41 in conjunction with the popular TIP3P,
45 SPC/E,46 and TIP4P-Ew47 water models. Recently, progresses in water model 

development have been made48–60 and lead to more accurate simulations for biological 

systems in explicit water environment.61,62 For example, the OPC3 and OPC water models 

were shown to be more accurate in reproducing various liquid bulk properties when 

compared to the previous three-point and four-point water models, respectively.54,57 

Moreover, predictions of the hydration free energies for small molecules using the OPC 

water model can achieve chemical accuracy (within ±1 kcal/mol of experimental values).19 
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In addition, the TIP3P-FB and TIP4P-FB water models, optimized by the ForceBalance 

method, can accurately reproduce many physical properties of water.55 Our previous studies 

showed that ion parameters are water model dependent.17 However, to our best knowledge, 

no parameters have been reported for simulating divalent metal ions in conjunction with 

these four new water models. Moreover, nowadays, the particle mesh Ewald (PME) 

method63 has become a standard protocol for dealing with the long-range electrostatic 

interactions in MD simulations. Hence, in this work, we parametrized the 12–6 and 12–6-4 

models under PME conditions for divalent metal ions in conjunction with the OPC3, OPC, 

TIP3P-FB, and TIP4P-FB water models independently. Our parameters can accurately 

reproduce the experimental HFE and/or IOD values, along with an excellent balance 

between the Rmin/2 and ε parameters. Moreover, we also performed benchmark calculations 

for ion–water clusters and ion transport. These results showed reasonable agreement with 

quantum mechanical (QM) calculations and experimental data, demonstrating the excellent 

transferability of the parameters developed in the present study. These parameters will serve 

the molecular modeling community for simulating various divalent metal ions when using 

these new water models.

METHODS

The potential function of the 12–6 nonbonded model is

UMW rMW = C12
MW

rMW
12 − C6

MW

rMW
6 + e2QMQW

rMW

= εMW
Rmin, MW

rMW

12
− 2 Rmin, MW

rMW

6
+ e2QMQW

rMW

(1)

The first two terms calculate the vdW interactions, and the last term calculates the 

electrostatic interactions. Herein, M and W represent the metal ion and an atom inside a 

water molecule, respectively. rMW is the distance between M and W. QM and QW are 

charges of M and W, respectively. QM is +2 for the divalent metal ions investigated in the 

present work. The partial charges of oxygen and hydrogen atoms inside a water molecule are 

different among various water models, and these values are shown in Table S1. e is the 

charge of a proton. Rmin,MW is the distance between M and W when their LJ potential 

reaches its minimum, and εMW is the corresponding well depth at this minimum. In the 

present work, εMW and Rmin,MW are obtained through the Lorentz–Berthelot combining rule

Rmin, MW = Rmin, M /2 + Rmin, W /2 (2)

εMW = εMεW (3)

Herein, Rmin,W and εW are the vdW radius and well depth for W, respectively. These 

parameters of the oxygen and hydrogen atoms in different water models are shown in Table 

S1. Therefore, in the present work, there are only two parameters that need to be determined 

for the 12–6 model for a certain metal ion, i.e., εM and Rmin,M/2. Our previous study showed 
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that there are different combinations of Rmin,M/2 and εM values which can reproduce the 

same HFE or IOD value.17 However, these two parameters have physical meaning and, 

hence, could not be chosen arbitrarily. To solve this problem, we correlated these two 

parameters Rmin/2 and ε based on fits of the experimentally determined Rmin/2 and ε 
parameters for noble gas atoms.17 This fitted curve was named the noble gas curve (NGC) 

and was used to describe the relationship between Rmin/2 and ε

−log(ε) = 57.36e−2.471(
Rmin

2 ) (4)

For the 12–6 model parametrization in this study, we performed parameter scanning and 

determination by treating only Rmin,M/2 as the variable, with εM calculated according to the 

NGC, providing an intrinsically one-dimensional problem that needs to be solved.

The potential function of the 12–6-4 nonbonded model is

UMW rMW = C12
MW

rMW
12 − C6

MW

rMW
6 − C4

MW

rMW
4 + e2QMQW

rMW

= εMW
Rmin, MW

rMW

12
− 2 Rmin, MW

rMW

6
− C4

MW

rMW
4 + e2QMQW

rMW

(5)

In comparison to the 12–6 model, a C4 term was added to account for the ion-induced dipole 

interactions between the metal ion and water molecules. Herein, we used the NGC to 

describe the relationship between Rmin,M/2 and εM as well. Moreover, we assume the ion-

induced dipole interactions between the metal ion and the water oxygen atoms dominate, 

with the C4 terms between the metal ion and the water hydrogen atoms set to zero. For the 

12–6-4 model, we performed parameter space scanning along the two variables Rmin,M/2 

and the C4 term between the metal ion and water oxygen atoms. For the 12–6-4 parameter 

determination, the number of variables we have (Rmin,M/2 and the C4 term) is equal to the 

number of target properties (HFE and IOD) we want to reproduce, making this a well-

defined parametrization process.

The thermodynamic integration (TI) method was used to calculate the HFE. Herein, we run 

the TI production runs in the NVT ensemble and assume a negligible contribution of the 

PdV term to the free energy. In the present study, the free energy change of an alchemical 

process is calculated as

ΔG = ΔA = ∫
0

1 ∂U(λ)
∂λ λ

dλ (6)

where U(λ) is the potential function of λ that varies from 0 to 1. λ = 0 corresponds to the 

initial state, and λ = 1 corresponds to the final state. TI has recently been implemented into 

the CUDA platform of Amber18,64,65 and we have employed this implementation in the 

present study. In this work, four alchemical steps were simulated to obtain the HFE: (1) 

“turn on” the vdW interactions (and C4 interactions, if applicable) of a dummy atom in 
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water to obtain ΔG1, (2) “turn on” the electrostatic interactions of the neutral atom in water 

yielding ΔG2, (3) “turn off” the electrostatic interactions of the metal ion in water giving 

ΔG3, and (4) “turn off” the vdW interactions (and C4 interactions, if applicable) of the 

neutral atom in water to get ΔG4. Steps (1) and (2) represent the hydration process of a metal 

ion, and steps (3) and (4) represent the dehydration process of a metal ion. The final HFE 

values were calculated as (ΔG1 + ΔG2 − ΔG3 − ΔG4)/2. For the electrostatic scaling steps, 

i.e., steps (2) and (3), the linear mixing potential function was used

U(λ) = (1 − λ)U0 + λU1 (7)

where U0 and U1 represent the potential functions of the initial and final states, respectively.

For the vdW scaling steps, i.e., steps (1) and (4), the soft-core potential was used for the 12–

6 Lennard-Jones potential to prevent the “end-point catastrophe”

U(λ) = 4ελ 1

α(1 − λ) + rij
σ

6 2 − 1

α(1 − λ) + rij
σ

6 (8)

where α is 0.5, and σ is the distance at which the LJ potential between atoms i and j equals 

zero. Specifically, eq 8 is for the vdW appearing step, while for the vdW disappearing step, 

λ is replaced by 1 − λ.

For each of the vdW scaling steps, three λ windows were used (0.1127, 0.5, and 0.88729). 

For each of the electrostatic scaling steps, seven λ windows were used (0.02544, 0.12923, 

0.29707, 0.5, 0.70292, 0.87076, 0.97455). The free energy change for each step was 

calculated using the Gaussian quadrature

ΔG = ∑
i

wi
∂U(λ)

∂λ i (9)

where wi is the weighting factor for window i.

In order to obtain ΔG1 and ΔG4, we started from an equilibrated structure for a system 

which has a divalent ion in a quasicubic water box with a side length of 40 Å. Then, the 

divalent ion was treated as a dummy/neutral atom mixed state, and the system was prepared 

for the TI runs through the following procedure with λ equals to 0.1127. First, 5000 steps of 

minimization using the steepest descent algorithm were carried out followed by 5000 steps 

of minimization using the conjugate gradient algorithm. Second, 360 ps of NVT was 

performed to heat the system gradually from 0 to 300 K through following stages: (1) 30 ps 

simulation was used to heat the system from 0 to 50 K, followed by 30 ps of equilibration at 

50 K. (2) 30 ps simulation was performed to heat the system from 50 to 100 K, followed by 

30 ps of equilibration at 100 K. (3) 30 ps simulation was performed to heat the system from 

100 to 150 K, followed by 30 ps of equilibration at 150 K. (4) 30 ps simulation was 

performed to heat the system from 150 to 200 K, followed by 30 ps of equilibration at 200 

K. (5) 30 ps simulation was performed to heat the system from 200 to 250 K, followed by 30 
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ps of equilibration at 250 K. (6) 30 ps simulation was performed to heat the system from 250 

to 300 K, followed by 30 ps of equilibration at 300 K. Third, a 2 ns NPT equilibration was 

performed at 300 K and 1 atm. The final structure was used for the initial structure for a set 

of three-window TI calculations to obtain ΔG1. TI calculations for the three windows were 

performed subsequently with λ values of 0.1127, 0.5, and 0.88729, respectively. Each of 

these windows cover 300 ps in the NVT ensemble at 300 K, with the last 200 ps used to 

obtain the averaged ∂U(λ)/∂λ value. Afterward, the vdW interactions of the neutral atom 

was “turned off” by another set of three-window TI calculations to obtain ΔG4. Each of 

these windows covered 300 ps in the NVT ensemble at 300 K as well, with the last 200 ps 

used to obtain the averaged ∂U(λ)/∂λ value.

A similar protocol was used to obtain the ΔG2 and ΔG3 values. The same initial structure 

was used, and then, the divalent ion was treated as a mixture of a neutral atom and a metal 

ion with a λ value of 0.02544 for the following preparation steps: (1) 5000 steps of 

minimization using the steepest descent algorithm followed by 5000 steps of minimization 

using the conjugate gradient algorithm, (2) 360 ps NVT heating to gradually heat the system 

from 0 to 300 K with different stages as described above, and (3) 2 ns NPT equilibration at 

300 K and 1 atm. Afterward, a set of seven-window TI calculations was performed to 

calculate ΔG2. The λ values of these windows are 0.02544, 0.12923, 0.29707, 0.5, 0.70292, 

0.87076, and 0.97455. Each window covered 300 ps in the NVT ensemble at 300 K, with the 

last 200 ps used to obtain the averaged ∂U(λ)/∂λ value. Afterward, another set of seven-

window TI calculations was performed to obtain ΔG3 using the same protocol. To test the 

convergence of the current protocol, we performed benchmark calculations by varying the 

simulation length for the TI calculations, and the results are shown in Tables S2A and S2B. 

These benchmark calculations indicate that 300 ps simulations including 200 ps production 

at each widow are sufficient to provide converged results. In terms of the uncertainties of the 

calculated HFEs, our previous studies on the 12–6 model17 and the 12–6-4 model41 for 

divalent metal ions showed that the uncertainties are on the order of ~1 kcal/mol. Hence, we 

expect that the calculated HFEs in the present study are of similar accuracy.

To obtain the IOD and CN values, the same initial structure was used to simulate the metal 

ion in the aqueous phase. Similarly, 5000 steps of minimization using the steepest descent 

algorithm followed by 5000 steps of minimization using the conjugate gradient algorithm, 

360 ps of NVT heating to gradually heat the system from 0 to 300 K through a series of 

stages as described above, and 2 ns NPT of equilibration at 300 K and 1 atm were performed 

to equilibrate the system. Finally, 2 ns of NVT sampling at 300 K was performed with 

snapshots saved every 0.5 ps. The cpptraj program66 was used to generate the radial 

distribution function (RDF) between the metal ion and water oxygen atoms in the range of 

0–10 Å with a resolution of 0.01 Å. Each RDF was generated based on the averaged volume 

of that specific trajectory. On the basis of the RDF, we obtained the IOD and CN values with 

the method introduced in our previous study.19

For all the minimizations and MD simulations, the periodic boundary conditions (PBCs) 

were used. The PME method63 was used with the nonbonded cutoff treated as 10 Å in the 

real space, and the size of the charge grid was set as 48 in each dimension. Benchmark 

calculations varying the size of the charge grid in the PME method were carried out, which 
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indicated that the current setting is able to provide converged results (see Tables S2C and 

S2D). For all the MD simulations, the Langevin thermostat with a collision frequency of 2 

ps−1 was used for the temperature control. The time step was set to 1 fs. The Berendsen 

barostat with a pressure relaxation time of 1 ps was used for the pressure control in the NPT 

ensemble. The “three-point” SHAKE algorithm67 was used for the water molecules in all the 

simulations except the minimizations and simulations involved in the protocol to obtain the 

ΔG1 and ΔG4 values. The simulations in the present work were assisted by the IPMach.py 

program in the AmberTools software package.68

RESULTS AND DISCUSSIONS

Target HFE and IOD Values of Divalent Ions.

In the present work, we performed parametrizations for 24 divalent metal ions. The target 

HFE and IOD values of these 24 ions are shown in Table 1. To keep consistency with our 

previous study, we used the HFE values from Marcus.69 The scatter plot of Figure 1 shows 

the target HFEs and IODs for these 24 divalent ions.

In general, there are two different HFEs of ions that have been used in the literature: the real 

HFE and the intrinsic HFE (or the “absolute” HFE).70 The real HFE includes contributions 

from the phase potential for an ion crossing the air/water interface, while the intrinsic HFE is 

independent of the interfacial potential and only accounts for the interaction between ion and 

water molecules.70 The real HFE and intrinsic HFE have the following relationship: 

ΔGhydr
real = ΔGhydr

intr + zFϕ, where F is the Faraday constant, while ϕ is the interfacial potential, 

which is negative and water model dependent. In the work of Lamoureux and Roux,70 the 

authors noted that Tissandier et al.71 obtained a ΔGhydr for the proton of −264 kcal/mol, and 

if one interpreted it as ΔGreal
hydr, this would provide a ΔGintr

hydr of around −252 kcal/mol. This 

value is consistent with the work of Grossfield et al.72 which gave ΔGintr
hydr as −252.5 

kcal/mol through free energy simulations using the AMOEBA polarizable force field. Both 

of the above two values are very close to the value of ΔG0
hydr of the proton that was used by 

Marcus (−252.4 kcal/mol) in the Marcus data set.69 In the Marcus data set, Marcus derived 

the HFE for a cation based on the ΔG0
hydr of the proton and the conventional HFE of this 

cation.69 This means that the Marcus data set can be interpreted as the intrinsic HFE set for 

cations, which is directly comparable to free energy simulations without considering the 

phase potential, as we did in the present work. However, we are also aware that the HFE of 

the proton is still debated, and this value may change if more definitive experiments are 

performed or our understanding about the ion solvation advances in the future. In the present 

work, we provide all the scanned results in the SI. If anyone wants to derive parameters to 

target a different HFE, he or she can refer to the SI and refine these parameters to meet the 

specific needs.

Parameter Scanning Results for the 12–6 Model.

In order to characterize the performance of the 12–6 nonbonded model for divalent metal 

ions in conjunction with the four new water models, we performed parameter space scanning 
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for each of these water models (OPC3,54 OPC,57 TIP3P-FB,55 and TIP4P-FB55). For 

comparison, we also performed parameter scans for four previous water models (TIP3P,45 

SPC/E,46 TIP4P,45 and TIP4P-Ew47). The parameter scanning for each of these eight water 

models was carried out for Rmin,M/2 values in the range of 0.9–2.3 Å with an interval of 0.1 

Å. The εM value was calculated based on the Rmin,M/2 value using the NGC. The scanning 

results are shown in the “C4 = 0” columns in Tables S3 and S4. In our previous study, we 

found that the HFE and IOD values are highly correlated with each other: if two sets of 

parameters reproduce the same HFE value, they would likely to reproduce the same IOD 

value.17 Herein, we performed a quadratic fitting between the simulated HFE and IOD 

values for each water model and illustrate the fitted curves in Figure 1. Interestingly, the 

fitted curves converge when the ion has a large IOD but diverge when the ion has a small 

IOD. Moreover, the target points are above the fitting curves in Figure 1, indicating that all 

the water models underestimate the HFE values of divalent metal ions when reproducing 

their experimental IOD values, which differs from our previous study of monovalent ions 

where the experimental scatter points distribute on both sides of the fitted curves.19 This also 

agrees with our previous finding that it is challenging to reproduce both experimental HFE 

and IOD values using the 12–6 model when the cation has a charge of ≥ +2.17 In general, the 

OPC3 water model yields the best performance as its curve is the closest to the scatter points 

of the experimental HFE and IOD values for divalent metal ions. Specifically, the 

performance of the eight water models are as follows: OPC3 > TIP3P ~ SPC/E ~ TIP3P-FB 

> OPC ~ TIP4P-FB > TIP4P-Ew > TIP4P. These results are consistent to our previous study 

which indicated that the four-point water models tend to have larger errors when simulating 

divalent cations.17 Moreover, our results also showed that the four new water models can 

provide improved or similar performance when compared to the previous water models in 

the same category. In the category of three-point water models, OPC3 provides better 

performance than the TIP3P-FB model, which showed similar performance to the widely 

used TIP3P and SPC/E water models. In the category of four-point water models, the two 

new water models (OPC and TIP4P-FB) showed comparable performance to each other, and 

both are better than the TIP4P-Ew and TIP4P water models.

In order to further compare the eight water models, we performed curve fitting between the 

Rmin,M/2 and simulated HFE values for each of the water models. These fitted curves are 

shown in Figure 2A. Similar to the IOD vs HFE fitting curves shown in Figure 1, the fitted 

curves in Figure 2A converge when Rmin,M/2 is large but diverge when Rmin,M/2 is small. 

The eight water models almost yield identical results when Rmin,M/2 is ~2.3 Å. In contrast, 

these water models have significant differences when Rmin,M/2 is ~0.9 Å. In general, the 

OPC3 water model tends to simulate a larger HFE value than the other water models when 

using the same Lennard-Jones parameters for a divalent metal ion (Figure 2A), especially 

when Rmin,M/2 is smaller than 1.1 Å (Figure 2A inset). For example, when Rmin,M/2 is 0.9 

Å, the simulated HFE when using the OPC3 water model is more negative than the 

simulated HFE when using the TIP4P water model by ~68 kcal/mol (see Table S3).

Similarly, to compare the performance of the eight water models for simulating IOD values, 

we performed quadratic fits for IOD vs Rmin,M/2 for each water model and illustrate the 

results in Figure 2B. Unlike Figure 2A, these IOD fitting curves of the eight water models 

are close to each other, which agrees with our previous studies.17,19 By checking the figure 
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carefully, we found that the IOD fitting curves for these water models converge when 

Rmin,M/2 is small but diverge when Rmin,M/2 is large, which is opposite to the trends of the 

HFE fitting curves in Figure 2A. Specifically, when Rmin,M/2 is larger than 2.1 Å, the three-

point water models tend to simulate smaller IOD values than the four-point water models 

(Figure 2B inset). However, this difference is relatively small: ~0.05 Å at most.

Parameter Determination for the 12–6 Model in Conjunction with the Four New Water 
Models.

On the basis of the parameter space scanning results, we performed a parametrization for the 

12–6 model of divalent metal ions in conjunction with each of the four new water models. 

Because the 12–6 model has intrinsic errors when modeling divalent metal ions, it is 

impossible to reproduce both the experimental HFE and IOD values at the same time (Figure 

1). Hence, we parametrized different parameter sets to reproduce different target properties, 

as was done in our previous works.17,19,40 Specifically, we have parametrized the HFE 

parameter set to reproduce the target HFE values, the IOD parameter set to reproduce the 

target IOD values, and the compromise (CM) parameter set to keep a balance of these two 

properties and to reproduce the experimental relative HFE values. Because only 16 out of 24 

divalent metal ions have target IOD values, the IOD parameter set was designed for only 16 

divalent metal ions. Herein, we show the HFE, IOD, and CM parameter sets in Tables 2, 3, 

and 4, respectively. The simulated HFE, IOD, and CN values of these parameter sets are 

shown in Tables S5, S6, and S7, respectively. The HFE parameter set can reproduce the 

target HFE values within 1 kcal/mol, while the IOD parameter set can reproduce the target 

IOD values within 0.01 Å. The CM set was parametrized by systematically shifting the 

target HFE values by a constant. In this way, the relative HFE values between different 

divalent metal ions are still reproduced. By considering the differences in the four new water 

models (Figure 1), the constants of shifting were 20, 25, 25, and 30 kcal/mol for the OPC3, 

OPC, TIP3P-FB, and TIP4P-FB water models, respectively. For a certain divalent ion, its 

CM parameter set usually has Rmin,M/2 between its HFE and IOD parameter sets.

Error Analysis.

To better understand the errors in the 12–6 model, we performed an error analysis for the 

12–6 model when running simulations using the HFE and IOD parameter sets. By treating 

the OPC3 and OPC water models as an example, we show the corresponding HFE and IOD 

errors (as a percentage) for 16 divalent metal ions in Figure 3. The corresponding results for 

the TIP3P-FB and TIP4P-FB water models are shown in Figure S1. The HFE percent errors 

were calculated for the IOD parameter set, indicating the percent error of the 12–6 model for 

simulating the HFE values when reproducing the target IOD values. Similarly, the IOD 

percent errors were calculated for the HFE parameter set, indicating the percent error of the 

12–6 model for simulating the IOD values when reproducing the target HFE values. These 

results indicate a general trend that the percent error increases when the size of the divalent 

metal ion decreases, agreeing with our previous study.17 Figure 3 showed that the biggest 

divalent ion Ba2+ has both the HFE percent error and IOD percent error less than 5%, when 

using the 12–6 model in conjunction with the OPC3 water model. By comparison, the 

smallest divalent ion Be2+ has the biggest percent errors: the HFE percent error and IOD 

percent error for Be2+ are 16% and 29%, respectively. These errors for Be2+ are even larger 
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when using the other three water models (Figure 3 and Figure S1). Moreover, it can be seen 

that except for the Be2+ ion, the alkaline earth metal ions generally have smaller percent 

errors than the transition metal ions. This is consistent with the fact that the C6 term in the 

12–6 model considers the induced dipole–induced dipole interaction that is isotropic in 

nature: the alkaline earth metal ions have electronic structures identical to the noble gas 

atoms, making the point charge representation in the 12–6 model better able to represent 

these ions relative to the transition metal ions.

In summary, our results indicate that the 12–6 model has significant errors for simulating 

divalent metal ions in conjunction with the four new water models, as we found for previous 

water models.17 Although none of these new water models can reproduce the experimental 

HFE and IOD values simultaneously when simulating divalent metal ions using the 12–6 

model, the performance of the four new water models follows the sequence OPC3 > TIP3P-

FB > OPC ~ TIP4P-FB. Previously, we have attributed this error to the absence of ion-

induced dipole interactions in the 12–6 model and proposed the addition of a C4 term into 

the 12–6 model to take this interaction into account.41 The new model was named the 12–

6-4 model, and it can reproduce experimental HFE and IOD values simultaneously for 

various ions,40,41 hence providing significant improvement over the 12–6 model. Herein, in 

order to solve the intrinsic error of the 12–6 model as well as better simulate divalent metal 

ions in conjunction with the four new water models, we also parametrized the 12–6-4 model 

for each of these water models.

Parameter Determination for the 12–6-4 Model.

We performed parameter space scans for the 12–6-4 model and show the results in Tables S3 

and S4. On the basis of the parameter scanning results, we performed parametrizations for 

the 12–6-4 model in conjunction with the four new water models. In these parametrizations, 

we aim to reproduce both the target HFE and IOD values. Because only 16 out of 24 

divalent metal ions have both target HFE and IOD values, we only performed the 12–6-4 

parametrization for these 16 divalent metal ions. The final parameters are shown in Table 5, 

and the simulated HFE, IOD, and CN values obtained by these parameters are shown in 

Table S8. These parameters can simultaneously reproduce the experimental HFE and IOD 

values with excellent accuracy; i.e., the experimental HFE are within 1 kcal/mol and the 

experimental IOD values within 0.01 Å.

The 12–6-4 parameter set shows that the three-point water models generally have smaller C4 

terms than the four-point water models. This is consistent with our previous 12–6-4 

parametrization efforts for the TIP3P, SPC/E, and TIP4P-Ew water models.41 Nonetheless, 

using the 12–6-4 model, we show that each water model is able to reproduce the 

experimental HFE and IOD values simultaneously.

Parameter Balance.

All of the three parameters in the present study (Rmin,M/2, εM, and C4) have physical 

meanings. On the other hand, all these three parameters are correlated with each other such 

that unphysical assignment of one can cause overfitting of the others. Balancing these 

parameters relative to each other is important to ensure their transferability to other systems 
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such as biomolecules and materials. In our present study, we compared our parameters to the 

vdW radii calculated by the quantum mechanics scaling principle (QMSP) method73 and 

showed that our parameters, which are obtained based on the NGC, show better agreement 

with the QMSP results than other parameter sets. Specifically, to analyze the balance of the 

obtained parameters in the present work, we compared the Rmin,M/2 parameters to the 

QMSP calculated vdW radii. The QMSP calculated vdW radii of four alkaline earth metal 

ions in the gas phase are shown in Table 6. By treating these four values as the reference, we 

calculated the average unsigned error (AUE) for each parameter set we obtained herein and 

show the results in Table S9 and Figure 4. In comparison, we also calculated the AUEs for 

the parameter sets we obtained previously41 and the parameter sets developed by Babu and 

Lim74 and Åqvist75 These results are illustrated in Table S9 and Figure 4 as well.

Figure 4 shows that our parameter sets have smaller AUEs than the parameter sets developed 

by Babu and Lim74 and Åqvist,75 indicating the NGC we employed in our parametrization 

can provide a better balance of the Rmin/2 and ε parameters. Interestingly, the Babu and Lim 

parameter set by treating Zn2+ as the reference has a smaller AUE than the analogous 

parameter set using Cd2+ as the reference. Moreover, these results indicated the HFE 

parameter sets have the smallest AUEs, agreeing with our previous study.19 However, the 

QMSP calculated vdW radii are for metal ions in the gas phase rather than the aqueous 

phase. These radii should be slightly larger when the metal ions are in the aqueous phase due 

to the more polarizing environment. This may contribute to a slight increase in these radii. 

When this effect is included, the 12–6-4 and IOD parameter sets may have similar or even 

smaller AUEs than the HFE parameter set.

Additional Tests and Analyses.

To further evaluate the performance of our parameters, we performed a series of additional 

tests and analyses. First, to test the transferability of our parameters, we modeled ion–water 

dimers of Mg2+ and Ca2+ ions. We obtained the optimized IOD and ion–water interaction 

energy for each combination of parameter set and water model (see SI for the computational 

details). The obtained results are shown in Table 7 and Table S10, along with the results 

based on the Drude oscillator model21 as well as density functional theory (DFT) and the 

AMOEBA polarizable force field.76 We can see that although the current parameter sets 

were designed by targeting liquid phase properties, in general, they provide a reasonable 

description of ion–water dimers. Encouragingly, the 12–6 HFE parameter set in conjugation 

with the OPC3/TIP3P-FB water model provides excellent performance for simulating each 

of the Mg2+–water and Ca2+–water dimers, which can reproduce the QM calculated ion–

water interaction energy and optimized IOD within 1 kcal/mol and 0.1 Å, respectively. 

However, one certain combination of parameter set and water model which provides 

excellent performance (when comparing to the QM results) for modeling a certain ion–water 

dimer may not necessarily provide comparable performance for simulating another ion–

water dimer. For example, the 12–6 HFE parameter in conjugation with the TIP4P-FB water 

model performs reasonably well for modeling the Ca2+–water dimer, but it considerably 

underestimates the IOD value and overestimates the interaction strength for modeling the 

Mg2+–water dimer.
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To further evaluate the performance of our parameter sets to model ion–water clusters, we 

calculated the energy change of the [Zn(H2O)n]2++ H2O → [Zn(H2O)n+1]2+ reaction as a 

function of n. The computational details are described in the SI, and the computed numbers 

are shown in Table S11. Herein, we depict these values in Figure 5 by comparing our results 

with the results based on the MP4SDQ(FC)/HUZSP*//RHF/HUZSP* level of theory.77 In 

general, it is challenging to quantitively reproduce the trends illustrated by the QM results; 

that said, our results showed qualitative agreement with the QM results. Among the different 

combinations, the 12–6 CM parameter set showed the best performance for reproducing the 

QM calculated values when used in conjugation with the OPC3/TIP3P-FB/TIP4P-FB water 

models, providing an AUE of ~7 kcal/mol for these reaction energies (Table S11).

In addition, to further evaluate the performance of our parameters to simulate the structural 

properties in the liquid phase, we showed the RDFs and cumulative coordination numbers 

between Zn2+ and water oxygen atoms calculated by different combinations of parameter 

sets and water models in Figure S2. In comparison to a previous study based on ab initio 

molecular dynamics (AIMD) and AIMD/MM simulations,78 which showed a height of ~12 

and a half-width of ~0.2 Å for the first peak in the RDF between Zn2+ and water oxygen 

atoms, our results showed sharper peaks (higher peak heights with smaller half-widths) for 

the first peak for all the parameter combinations. This is likely because the C12 term 

generates a more repulsive potential than the ab initio calculations. Moreover, we found that 

different water models showed different peak heights when using the 12–6 HFE or 12–6 CM 

parameter set. For example, in terms of the 12–6 HFE parameter set, the OPC3 water model 

reproduced the same HFE with a significantly larger IOD value than other water models. In 

comparison, different water models showed similar peak heights when using the 12–6 IOD 

or 12–6-4 parameter set.

Finally, to assess the performance of our parameters to simulate the ion transport process, 

we calculated the diffusivity constant of Mg2+ using our parameter sets in conjugation with 

the OPC water model. These values were calculated using a protocol adapted from previous 

studies (see SI)57,79 and are shown in Table 8 along with the experimental values. We find 

that all of these parameter sets can reproduce the experimental diffusivity coefficient of 

Mg2+, showing agreement with a previous benchmark study for several other water models79 

and illustrating the transferability of the parameters developed in the present study.

In general, these test calculations show that our parameters can simulate properties for which 

they were not parametrized toward and are transferable across different systems.

CONCLUSIONS

Divalent metal ions play significant roles in various chemical systems. Recently, four new 

water models (OPC3,54 OPC,57 TIP3P-FB,55 and TIP4P-FB55) have been developed to 

better simulate water molecules in the condensed phase. They showed significant 

improvement in simulating a variety of properties relative to previous water models.54,55,57 

Previous studies indicated that metal ion parameters are usually water model dependent.25 

To facilitate molecular modeling using these new water models, we parametrized the 12–6 

and 12–6-4 nonbonded models for various divalent metal ions.
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We first investigated the performance of the 12–6 nonbonded model for its ability to 

simulate divalent metal ions in conjunction with the four new water models as well as four 

previous water models (TIP3P, SPC/E, TIP4P, TIP4P-Ew). Our results indicated that these 

four new water models provide comparable or significantly better performance than the 

previous water models in the same category when simulating divalent metal ions using the 

12–6 model. This is consistent with the fact that these new water models were designed to 

better simulate properties in the aqueous phase.54,55,57,62 In general, the three-point water 

models provide better performance than the four-point water models when simulating 

divalent metal ions using the 12–6 model. Of the three-point water models, OPC3 has the 

best performance, while the remaining three (TIP3P-FB, TIP3P, and SPC/E) have similar 

performances relative to each other. Of the four-point water models, OPC and TIP4P-FB 

provide comparable performances and are better than TIP4P-Ew followed by TIP4P.

Next, we parametrized the 12–6 model for 24 divalent metal ions in conjunction with these 

four new water models. Although these water models can provide similar or significantly 

better performance than previous water models when simulating divalent metal ions using 

the 12–6 model, because of the intrinsic error of the 12–6 model, we still could not 

reproduce both the experimental HFE and IOD values simultaneously. Hence, as done in our 

previous study,17 in order to reproduce different target properties, we designed different 

parameter sets: the HFE parameter set to reproduce experimental HFE values, the IOD 

parameter set to reproduce experimental IOD values, and the CM parameter set to keep a 

balance between HFE and IOD while reproducing the relative experimental HFE values. 

Moreover, in our previous study,41 we proposed the 12–6-4 model and showed that it can 

effectively solve the intrinsic error of the 12–6 model and accurately reproduce both the 

HFE and IOD values simultaneously. Herein, we also parametrized the 12–6-4 model for 16 

divalent metal ions in conjunction with the four new water models. These parameters can 

reproduce the target HFE within 1 kcal/mol and the target IOD within 0.01 Å 

simultaneously.

In addition, to test the transferability of our parameters, we performed calculations for ion–

water clusters having Mg2+, Ca2+, or Zn2+. By comparing to QM results, our parameters 

provided reasonable descriptions of ion–water clusters. Moreover, we also evaluated our 

parameters to simulate the diffusivity coefficient of Mg2+. Our results showed that our 

parameters match experiment reasonably well. All these tests support the idea that our 

parameters are well designed and are transferable.

In summary, in the present work, we provide 12–6 and 12–6-4 parameters for various 

divalent metal ions when using four new water models. These parameters are recommended 

for use for simulating divalent metal ions when using these new water models.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1. 
IOD vs HFE quadratic fitting curves based on the scan results of the 12–6 model for each 

water model and their comparison with the target IOD vs HFE scatter points of divalent 

metal ions.
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Figure 2. 
(A) HFE fitting curve for the eight water models. (B) IOD fitting curves for the eight water 

models. In the panel B insert, the fitting curves for TIP4P and TIP4P-FB overlap with each 

other, while the fitting curves of the four three-point water models overlap with each other.
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Figure 3. 
HFE and IOD percent errors for the 12–6 nonbonded model of divalent metal ions in 

conjunction with the OPC3 or OPC water model. The HFE percent errors were for the 12–6 

IOD parameter set that can reproduce the target IOD values (Table 3 and Table S6). The 

IOD percent errors were for the 12–6 HFE parameter set that can reproduce the target HFE 

values (Table 2 and Table S5).
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Figure 4. 
AUEs of the Rmin,M/2 parameters in different parameter sets when using Table 6 as the 

reference.
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Figure 5. 
Reaction energies of the [Zn(H2O)n]2++ H2O → [Zn(H2O)n+1]2+ reaction along with n for 

different parameter sets in conjugation with different water models. The QM results are 

shown in black. The data used to generate these figures are given in Table S11.
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Table 1.

Target HFE, IOD, and CN Values for 24 Divalent Metal Ions
a

Ions Electronic structures HFE (kcal/mol) IOD (Å) CN

Be2+ [He] −572.4 1.67 4

Cu2+ [Ar]3d9 −480.4 2.11 6

Ni2+ [Ar]3d8 −473.2 2.06 ± 0.01 6

Pt2+ [Xe]4f145d8 −468.5 N/A N/A

Zn2+ [Ar]3d10 −467.3 2.09 ± 0.06 6

Co2+ [Ar]3d7 −457.7 2.10 ± 0.02 6

Pd2+ [Kr]4d8 −456.5 N/A N/A

Ag2+ [Kr]4d9 −445.7 N/A N/A

Cr2+ [Ar]3d4 −442.2 2.08 6

Fe2+ [Ar]3d6 −439.8 2.11 ± 0.01 6

Mg2+ [Ne] −437.4 2.09 ± 0.04 6

V2+ [Ar]3d3 −436.2 2.21 6

Mn2+ [Ar]3d5 −420.7 2.19 ± 0.01 6

Hg2+ [Xe]4f145d10 −420.7 2.41 6

Cd2+ [Kr]4d10 −419.5 2.30 ± 0.02 6

Yb2+ [Xe]4f14 −360.9 N/A N/A

Ca2+ [Ar] −359.7 2.46 8

Sn2+ [Kr]4d105s2 −356.1 2.62 6

Pb2+ [Xe]4f145d106s2 −340.6 N/A N/A

Eu2+ [Xe]4f7 −331.0 N/A N/A

Sr2+ [Kr] −329.8 2.64 ± 0.04 8−15

Sm2+ [Xe]4f6 −328.6 N/A N/A

Ba2+ [Xe] −298.8 2.83 9

Ra2+ [Rn] −298.8 N/A N/A

a
These HFE, IOD, and CN values are from ref 17, which publication cites the original work.
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Table 6.

vdW Radii Calculated Using the QMSP Method for Divalent Ions Which Have the Same Electronic Structures 

as the Noble Gas Atoms73

Ion vdW radii (Å)

Mg2+ 1.180

Ca2+ 1.480

Sr2+ 1.625

Ba2+ 1.802
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Table 8.

Performance of Parameters Sets Developed in the Present Study in Simulating the Diffusivity Coeffcient of 

Mg2+ When Used in Conjugation with the OPC Water Model

Parameter Set Diffusion coeffcient (10−5 cm2/s)

12–6 HFE 0.742 ± 0.074

12–6 CM 0.771 ± 0.068

12–6 IOD 0.824 ± 0.081

12–6–4 0.810 ± 0.076

Experiment 0.706
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