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Abstract

Insufficient development of new antibiotics and the rising resistance of bacteria to those that we 

have are putting the world at risk of losing the most widely curative class of medicines currently 

available. Preventing deaths from antimicrobial resistance (AMR) will require exploiting emerging 

knowledge not only about genetic AMR conferred by horizontal gene transfer or de novo 

mutations but also about phenotypic AMR, which lacks a stably heritable basis. This Review 

summarizes recent advances and continuing limitations in our understanding of AMR and suggests 

approaches for combating its clinical consequences, including identification of previously 

unexploited bacterial targets, new antimicrobial compounds, and improved combination drug 

regimens.

INTRODUCTION

In addition to our immune system, our major defenses against infectious disease are 

antibiotics, vaccines, sanitation, potable water, sound nutrition, and public health 

infrastructure. All of these are failing in various parts of the world. One key defense, the use 

of antibiotics, is beginning to fail worldwide because of the rise of antimicrobial resistance 

(AMR), which is threatening to undermine the practice of medicine (1–5). AMR is the 

ability of bacterial pathogens to survive exposure to compounds that were expected to kill 

them. Although AMR is increasing, we are gaining biological insights and technological 

advances that can help us to retake lost ground, as we discuss in this Review.

We begin with a discussion of biological insights into bacterial AMR and distinguish its 

genetic (stable and heritable) and phenotypic forms (reversible and not attributable to a 

genetic change), also taking stock of the field’s different terminologies. We then summarize 

current views of antibiotic action as a background for focusing on gaps in our understanding. 
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Although the clinical challenge of genetic AMR is enormous, the clinical recognition and 

experimental analysis of genetic AMR are relatively straightforward. In contrast, phenotypic 

AMR is much harder to recognize clinically and analyze experimentally. However, most of 

the recent advances in understanding AMR mechanisms involve phenotypic AMR and so 

receive greater emphasis here. Last, we discuss recent technological advances that can 

leverage efforts to combat AMR through more efficient target identification, compound 

profiling, and regimen design. Throughout the Review, tuberculosis (TB) caused by the 

bacterial pathogen Mycobacterium tuberculosis (Mtb) features prominently, because it is the 

world’s leading cause of infectious death from a single pathogen, probably accounts for the 

largest number of cases of life-threatening bacterial AMR, and has led to innovations that 

can serve as examples for combating AMR in other pathogens.

THE BIOLOGY OF AMR

Definitions and conceptual limitations

Genetic AMR arises from mutations in the bacterial genome or receipt of antibiotic 

resistance genes from other bacteria (Table 1 and Fig. 1). The altered or newly acquired 

genes confer the capacity for resistance to antibiotics on the bacteria’s progeny. Defined 

operationally, genetic AMR results in the ability of a bacterial population to grow in the 

presence of an antibiotic at a much higher concentration, typically at least fourfold higher, 

than the minimum inhibitory concentration (MIC), where MIC is defined as the lowest 

concentration of the antibiotic that has routinely prevented visible growth of the same 

bacterial species in a growth-permissive culture medium. Clinically, genetic AMR leads to 

primary treatment failure and requires use of alternative antibiotics or other therapeutic 

approaches. Antibiotics that might be selected as backups may have been passed over in the 

first place because of their lesser likelihood of efficacy, greater toxicity, or limited 

availability. For an increasing number of multidrug-resistant bacterial infections, backup 

antibiotics do not exist. In contrast, phenotypic AMR is the result of changes in a bacterium 

that arise and subside within individual cells without dependence on a genetic change 

relative to the sensitive cells in the same population (Table 1 and Fig. 1). Phenotypic AMR 

to a given antibiotic does not allow growth of the overall bacterial population in the presence 

of that antibiotic at concentrations at or above the MIC. Stated differently, under conditions 

that support replication of a given bacterial population, the MIC for a population containing 

phenotypically resistant cells is the same as that of a population lacking them.

Phenotypic AMR can manifest as a slowed rate of killing for the bulk population, a 

phenomenon sometimes termed “tolerance” (6). Alternatively, phenotypic AMR can be 

expressed by a subset of bacterial cells that have a much slower rate of killing than most of 

the population or are not killed at all. This is often called “persistence.” When the survivors 

are allowed to grow in the absence of the antibiotic, the population to which they give rise 

has the same MIC as the starting population (Table 1 and Fig. 1).

Besides the MIC, another metric for establishing antibiotic potency is called the MBC, 

which is the minimum concentration of antibiotic that is bactericidal for a given proportion 

of the population (typically, 99%) in a given period of time. For replicating bacterial 

populations, both the MIC and MBC99 are determined routinely; the MBC99 may be the 
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same as the MIC or higher. When antibiotics are tested on bacteria under nonreplicating 

conditions, an MIC cannot be determined because bacterial numbers have stopped 

increasing without the antibiotic. Under such conditions, the MBC99 sometimes increases by 

orders of magnitude or is not reached at all within the range of antibiotic concentrations 

tested (7), an extreme example of the type of phenotypic AMR that some call tolerance.

Phenotypic AMR can arise stochastically, leading to the descriptors “spontaneous 

persistence” (6), “stochastic switching” (8), “class 1 persistence” (9), and “type 2 

persistence” (10, 11) (Table 2). Phenotypic AMR can also arise upon exposure to altered 

environments, such as nutrient or oxygen deprivation, acidification, oxidative stress, host 

immune responses, and exposure to sublethal concentrations of antibiotics. In such cases, the 

terms applied have included “triggered persistence” (6), “responsive diversification” (8), 

“class 2 persistence” (9), and “type 1 persistence” (10, 11). Both spontaneous and 

environmentally induced phenotypic AMR can lead to primary treatment failure or relapse. 

Clinical strategies for combatting phenotypic AMR include combining antibiotics, using 

unconventional antibiotics selected for their ability to kill bacteria that are phenotypically 

resistant to conventional antibiotics, and prolonging antibiotic treatment times (Table 1).

However, the diversity of bacterial adaptive mechanisms frustrates efforts at classification, 

and definitions of genetic and phenotypic AMR have limitations and exceptions. Some 

genetic mutations that afford AMR quickly revert, making it hard to distinguish such genetic 

AMR from phenotypic AMR [e.g., (12, 13)]. This may manifest as “clonal heteroresistance” 

(14–16), the heritable but short-lived AMR of a subpopulation of bacteria that have acquired 

single-nucleotide polymorphisms, nucleotide insertions or deletions, or gene amplifications 

that protect them from the antibiotic. The fitness cost of mutations conferring clonal 

heteroresistance leads to reversion or compensation by secondary mutations once the 

bacteria are no longer exposed to the antibiotic (14). Although phenotypic AMR is defined 

as not arising from a genetic change relative to antibiotic-sensitive members of the same 

bacterial strain, it is sometimes propagated for several generations, much like clonal 

heteroresistance. For example, acetylation or methylation of a bacterial histone-like protein 

led to transiently inherited phenotypic AMR against the antibiotic isoniazid in 

Mycobacterium smegmatis, a nonpathogenic relative of Mtb (17).

Further blurring the distinction between genetic and phenotypic AMR, the proportion of 

phenotypically resistant bacteria in a genetically homogeneous (isogenic) population can be 

increased by mutations in genes not directly related to the antibiotic’s mechanism of action, 

so-called “high persistence” (hip) mutations.

Rather than striving to define distinct categories of AMR and then listing exceptions, it may 

be helpful to envision a continuum of resistant states described by three parameters: 

prevalence of the resistant state in the bacterial population under study, the resistant 

bacteria’s rate of growth, and the rate at which the antibiotic kills the resistant bacteria (Fig. 

2).
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As a further caution to an overemphasis on classification, it is important to acknowledge the 

shortcomings of the in vitro assays in which such parameters are measured, as discussed 

next.

Practical limitations to the study of AMR

There are practical limitations to the standard in vitro assays used for studying AMR. To the 

extent that such assays fail to mirror clinical settings, they may not yield clinically 

meaningful insights. The assays use culture media that are markedly different from human 

body fluids in composition and typically expose bacteria to the antibiotic over time periods 

much shorter than a patient’s course of treatment. Assays to detect AMR rarely model the 

fluctuations in drug concentrations over time that patients experience, although intermittent 

antibiotic exposure selects for mutations that increase phenotypic AMR (18). Assays for 

detecting phenotypic AMR are usually conducted with bacteria in planktonic form (in a 

liquid medium), whereas most chronic bacterial infections in patients involve biofilms 

(bacteria embedded in a secreted polymeric matrix) (19). Bacteria in different regions of 

biofilms can display phenotypic AMR to different antibiotics through different mechanisms 

(20), and genetic regulators of phenotypic AMR can differ for the same bacterial species in 

either the planktonic or biofilm state. For example, a comparison of the contributions of 

more than 500 genetic loci to phenotypic AMR in Pseudomonas aeruginosa cultured in 

either planktonic or biofilm form identified distinct sets of regulators for each state (21). 

Standard MIC and MBC assays ignore the so-called inoculum effect, that is, the impact of 

the size of the initial bacterial inoculum on the antibiotic’s apparent potency. Moreover, a 

change in MIC of ≤2-fold or ≤4-fold is considered to be within the error of measurement, 

but recent evidence suggests that minor changes in an antibiotic’s MIC can be clinically 

consequential (22).

Given these caveats, it is no surprise that insights from in vitro studies of AMR sometimes 

contrast with those derived in vivo, although few direct comparisons have been reported. For 

example, a screen conducted in vivo identified mutations in Mtb that either increased or 

decreased the frequency of phenotypic AMR to isoniazid in mice but had no impact on the 

proportion of Mtb displaying phenotypic AMR to isoniazid in vitro (23). Most screens for 

genetic modifiers of phenotypic AMR are conducted in vitro, and seldom are they followed 

by experiments to test the impact of identified mutations on treatment of an infected host 

(24).

The limitations of operational definitions based on in vitro assays extend to the concept of 

bacterial death itself. The “gold standard” for measuring bacterial death during antibiotic 

exposure involves treating a population of bacterial pathogens with a drug, taking a sample, 

removing the drug, and placing the cells in conditions that support the replication of their 

untreated counterparts. The survivors are quantified, usually by counting colony-forming 

units (CFUs) on a culture medium solidified with agar, and the bacteria that fail to form 

CFUs are considered dead. Recent studies highlight flaws in this way of thinking (25–31).

Between life and death may lie sickness. As for the patient, so for the pathogen, sickness can 

lead not just to death but to recovery. Antibiotics can injure bacteria in such a way that the 

bacteria suspend or slow replication while engaged in molecular repair (25, 26). If survivors 
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are quantified while some bacteria are in repair mode, we may count as dead some bacteria 

that are on course to regain their ability to replicate and cause disease. Such bacteria often 

display phenotypic AMR while they are in nonreplicating mode (7, 25, 26).

Evidence is mounting for the microbiological and clinical relevance of this challenge to the 

operational definition of bacterial death. “Viable but nonculturable” (27, 28), “differentially 

culturable” (29), and “differentially detectable” (26, 30) are synonymous terms used to 

describe bacteria that do not form colonies on agar after exposure to various stresses, 

including antibiotics, but can be shown to be viable by other assays. For example, they can 

grow in vitro after limiting dilution in liquid medium, which allows the investigator to 

calculate the original concentration of viable bacteria (26).

Differentially detectable Mtb have been generated in vitro by nutritional stresses with or 

without exposure to antibiotics (26, 31). Differentially detectable Mtb have been recovered 

from Mtb-infected mice that were treated with antibiotics until CFUs were undetectable by 

culture of organ homogenates (32) or were identified in retrospect by the subsequent relapse 

of remaining mice in the same cohorts (33). Supporting the clinical importance of this 

phenomenon, differentially detectable Mtb have also been detected in sputum from human 

participants with TB (29, 30, 34). Two groups reported that 80 to 86% of untreated 

individuals with TB had orders of magnitude more differentially detectable Mtb than CFUs 

in their sputum (29, 34), and two studies reported that the proportion of differentially 

detectable Mtb increased after 2 weeks of antibiotic therapy, even as the total number of 

viable Mtb declined (30, 34). Moreover, differentially detectable Mtb predominated over 

CFUs in 10 of 19 specimens from sites of extrapulmonary TB, including lymph nodes, 

abscesses, pleural fluid, and biopsies of colon and bone (35). In other words, standard 

measures of bacterial cell death may exaggerate the impact of antibiotics. With these caveats 

in mind, we can best approach rapidly evolving knowledge about AMR with a contemporary 

understanding of how antibiotics kill bacteria.

Primary and secondary actions of antibiotics

Recent evidence is strong that antibiotics generally kill bacteria in environments with normal 

or reduced oxygen by a combination of individual primary actions and common secondary 

actions (36, 37). When oxygen is absent, the primary actions alone sometimes lead to killing 

of bacteria (38, 39).

The individual primary actions of most antibiotics involve the corruption of processes 

essential to the pathogen under the conditions of study and, for clinically effective 

antibiotics, under the conditions that the bacteria encounter in the host. However, the 

conditions faced by the pathogen can vary in different niches in a given host at a given time, 

in a given host at different times, and in different hosts. The essentiality of a bacterial 

process and its vulnerability to inhibition by antibiotics—that is, the level of inhibition 

required to stop growth of the bacteria or kill them—may vary with those conditions.

In addition to these primary actions, the engagement of antibiotics with their primary targets 

frequently triggers a series of secondary actions that can result in increased concentrations of 

reactive oxygen species (ROS). This can result from either the increased generation or 
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decreased catabolism of ROS. Both of those effects can stem from the altered bacterial 

metabolism that results from the primary actions of antibiotics (40–45). However, it is 

unclear exactly how antibiotics acting against their classic bacterial targets—synthesis of 

nucleic acids, proteins, and cell walls—affect bacterial metabolism. The specific secondary 

mechanisms that contribute to antibiotic killing likely vary as a function of the antibiotic and 

bacterial species. One study identified the metabolic responses of Escherichia coli to 

ampicillin, ciprofloxacin, and gentamicin that were linked to the lethal effects of these drugs 

as increased flux through central carbon metabolism and an apparent deficiency of adenine 

(46). The latter led to increased adenine synthesis, resulting in increased synthesis of 

adenosine triphosphate (ATP) and consumption of oxygen (46), which conceivably could 

lead to increased ROS generation. Secondary actions such as generation of ROS can 

continue after no more antibiotic remains in the bacterial cells and the antibiotic’s primary 

action has ceased (43).

ROS can contribute to antibiotic lethality by damaging bacterial macromolecules and 

metabolites and impairing the transport of electrons, protons, and other ions. For example, 

misfolding of proteins can produce a toxic loss or gain of function as well as further ROS 

generation (43). These toxic effects are countered by bacterial ROS detoxification reactions 

and molecular repair pathways, including protein refolding and DNA repair, as well as by 

the degradation or sequestration of macromolecules that are irreparably damaged (47).

Gaps in understanding genetic AMR

Genetic AMR has emerged to every clinically used antibiotic shortly after its introduction 

into clinical practice (48). Genetic AMR sometimes emerges even sooner, during 

preregistration clinical trials, precluding deployment of an antibiotic that it may have taken 

hundreds of millions of dollars to develop (49). Thus, the specter of genetic AMR severely 

handicaps antibiotics in their competition for pharmaceutical companies’ resources. One 

remedy for the producer is to sell as much of a given antibiotic as possible before resistance 

renders it profitless. Agribusiness is an eager customer. More tons of antibiotics are used to 

promote the growth of healthy food animals than to treat people or animals with infections 

(50). As a result, antibiotics are prevalent in the urine of healthy people who did not 

knowingly ingest them (51), likely hastening the selection of drug-resistant bacteria. 

Additional practices in various parts of the world that select for resistant bacteria include 

prescription of antibiotics for the treatment of viral illnesses, availability of antibiotics 

without prescription, and prescription of antibiotics by those who sell them (4).

Most of the known mechanisms of genetic AMR were found decades ago, although new 

examples continue to be identified. Best known are mutations of the antibiotic’s target that 

reduce binding of the drug but preserve enough of the target’s function to sustain the 

pathogen’s ability to replicate, mutations that lead to posttranslational modifications of the 

target with the same effect, increased expression of the target so that intracellular 

accumulation of the antibiotic is insufficient to prevent bacterial replication, chemical 

modification of the drug so it no longer binds to the target, increased catabolism of the drug, 

increased export of the drug, decreased uptake of the drug, decreased activation of the 

prodrug, or expression of a pathway that compensates for the inhibition of the target. 
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Recently, another mechanism was found: loss of function of an enzyme whose physiological 

action reverses the action targeted by the antimicrobial agent (52).

These mechanisms of genetic AMR all pertain to the primary actions of antibiotics. Now 

that we appreciate the existence of secondary actions stemming from increased ROS, we 

might predict the existence of genetic AMR linked to increased capacity to prevent or repair 

oxidative injury. Such examples have been reported (53), but their relative rarity presents a 

challenge to the theory that these secondary actions are important contributors to antibiotic 

lethality.

Perhaps mutations that increase resistance to the secondary actions of an antibiotic confer a 

smaller increase in MIC than that attainable by mechanisms that diminish the antibiotic’s 

primary action, such that the shift is considered within experimental error and the mutant 

bacterium is not classed as resistant. Perhaps some such mutations are copy number 

variations, which are typically not assessed when bacterial genomes are sequenced. Perhaps 

these types of mutations tend to impose fitness costs that select for revertants to the wild-

type sequence during expansion of resistant clones for sequencing (12, 13). Mutations that 

increase the proportion of bacterial persisters (hip mutations) or confer tolerance would be 

missed in conventional drug resistance screens because they do not increase the MIC.

A potentially more informative possibility is that such mutations may have been found but 

not recognized as pertinent for AMR or antioxidant defense because a bacterial cell’s ability 

to generate less ROS or more reducing power during stress is under complex control and 

incompletely understood. In E. coli, 133 enzyme reactions are predicted to have the potential 

to generate ROS (54). In the yeast Saccharomyces cerevisiae, at least 102 genes are required 

to maintain redox balance, including 12 genes of unknown function (55). Genes of unknown 

function are prevalent in even the most well-studied bacterial pathogens. For example, 27% 

of genes in Mtb have unassigned functions (56), and a similar proportion bear unverified 

annotations. Mutations in genes of unknown function and genes whose known functions are 

not obviously related to oxidant stress or antioxidant defense in a drug-resistant bacterial 

pathogen might be dismissed from consideration as candidates for causing AMR. For 

example, in yeast, it was not anticipated that lysine uptake would markedly affect 

antioxidant defense (57).

Although ROS contribute to antibiotic actions, they can also contribute to emergence of 

genetic AMR. For example, Sebastian et al. (58) applied Luria-Delbrück analysis to Mtb 

exposed to the antibiotic rifampin. This method establishes that mutations that confer 

resistance to a given antibiotic existed in a bacterial population before that antibiotic was 

administered. They found that conditions similar to those that generate differentially 

detectable Mtb in vitro in response to rifampin led to elevated production of ROS in Mtb in 

association with de novo mutations in the rpoB and gyr genes, producing genetic AMR to 

rifampin and moxifloxacin, respectively. Likewise, Swaminath et al. found that M. 
smegmatis persisters to moxifloxacin generated ROS that led to mutations conferring 

resistance to moxifloxacin, ethambutol, and isoniazid (59). Similarly, a subset of 

fluoroquinolone-treated E. coli generated ROS that activated a process of mutagenic DNA 

strand break repair that led to heritable mutations imparting resistance to rifampin and 
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ampicillin (60). Thus, the secondary ROS-mediated actions of one antibiotic can promote 

genetic AMR to itself as well as to other antibiotics.

The importance and difficulty of understanding phenotypic AMR

To cut off genetic AMR at its roots, we need to understand phenotypic AMR (61), which is 

more common than genetic AMR and predisposes to its emergence (18, 62–65). The 

assertion that phenotypic AMR is more common than genetic AMR is justified clinically by 

the prevalence of phenotypically resistant bacteria in biofilms and the prevalence of bacterial 

biofilms in many clinical settings (19). Further, it can be speculated that the empirically 

determined duration recommended for treatment of a given infection with a given antibiotic 

reflects the degree of phenotypic AMR displayed by members of the infecting bacterial 

population. From a basic science perspective, de novo mutations that confer genetic AMR 

arise in vitro with frequencies on the order of 10−6 to 10−9 or even lower. This range is 

defined in part by the fidelity of genome replication in bacterial pathogens and in part by the 

selection criteria for clinical progression of candidate antibiotics, because antibiotics with 

higher frequencies of bacterial resistance are discarded. In contrast, phenotypic AMR occurs 

with a frequency that can approach 100 in the following two senses. First, application of 

most antibiotics to a population of replicating bacteria often leads to the survival of a small 

proportion, typically about 10−6, that is genetically identical to the bacteria that were killed 

and that, after removal of the antibiotic, give rise to descendants with the same MIC as the 

original population (often called persisters). In that sense, a phenotypically resistant minority 

may be present on many or most of the occasions that an antibiotic is applied to a bacterial 

population. Second, application of most antibiotics to a population of nonreplicating bacteria 

often leads to survival of many, most, or even all of them, again without mutation and 

without a change in MIC when the survivors are tested under replicating conditions (7, 66–

70).

Phenotypic AMR can predispose to genetic AMR by several mechanisms (62). Examples 

include Mtb, M. smegmatis, and E. coli persisters that survived one antibiotic that generated 

ROS. The ROS or the bacterial cells’ response to it was mutagenic, giving rise to genetic 

AMR against the same antibiotic and others (58–60). In E. coli, mutations that increased the 

frequency of phenotypic AMR preceded those conferring genetic AMR, likely because they 

increased the number of survivors of a given cycle of antibiotic exposure in which 

subsequent mutations could confer genetic AMR (18). In addition, some mechanisms of 

phenotypic AMR lead to suppression of DNA repair, allowing the emergence of mutations 

that confer genetic AMR (63). Moreover, the survival of phenotypically drug-resistant 

bacteria allows them to transform other bacteria with plasmids they may contain that confer 

genetic AMR to other antibiotics (71).

Research into phenotypic AMR was stymied for decades not only because the phenomenon 

is transient but also because when it is studied under standard laboratory conditions, which 

support bacterial replication, it typically involves a very small fraction of the bacterial 

population, the persisters. Such cells are difficult to distinguish and separate from those 

expressing genetic AMR. Recently, floodgates to understanding have opened with the advent 

of improved techniques for single-cell analysis, cell sorting, genomics, and metabolomics. 
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The field now enjoys a healthy ferment of ideas that are described with sometimes confusing 

terminology. The terms were introduced earlier in this Review, but an additional challenge in 

the field is that some of them have been used in different ways at different times (Table 2).

In much of the literature, “phenotypic resistance” is used as a synonym for “phenotypic 

tolerance,” a term that predominated for many years after its introduction in 1986 (72). 

However, both of these terms were preceded by the term “persisters,” which Bigger 

introduced in 1944 (67) to refer to the small fraction of Staphylococcus pyogenes bacteria 

that he observed surviving exposure to penicillin and that subsequently gave rise to 

penicillin-sensitive populations after penicillin was removed. In Bigger’s usage, persistence 

is not a mechanism of phenotypic AMR but a consequence of it, whether the phenotypic 

AMR is of the type that is now often called persistence or the type called tolerance.

In literature that views persistence and tolerance as contrasting phenomena (6) rather than 

synonyms, the central focus is on the kinetics of killing of a bacterial population exposed to 

an antibiotic in vitro. If killing is initially fast but becomes slow when few bacteria remain, 

the survivors are called “persistent,” whereas if the whole population is killed at a constant 

rate but more slowly than usual, the bacteria are called “tolerant” (6). In this terminology, 

tolerance can be characterized by another metric besides MIC and MBC, namely, the 

minimum duration for killing (6). This usage limits persistence to the behavior of what is 

usually a minor subset of cells in a population and tolerance to a population whose behavior 

is homogeneous (6). Further, as mentioned above, stochastically arising persistence has been 

called type 2 persistence (10, 11), whereas stress-induced persistence has been termed type 1 

persistence (10, 11). Originally, however, the terms “type 1” and “type 2” persistence had 

narrower definitions: The former designated individual bacteria that had ceased replicating 

in stationary phase and remained in that state when inoculated into fresh medium, whereas 

the latter designated a slow-growing subpopulation (10). Tolerance has also been categorized 

into “tolerance by slow growth” and “tolerance by lag” (6, 64). For the former, slower killing 

is attributed to a genetically determined or condition-dependent drop in growth rate, whereas 

for the latter, it is ascribed to a delayed onset of growth when bacteria are transferred to new 

culture conditions.

An emerging understanding of phenotypic AMR

Complex biology understandably and constructively leads to contending ideas. What follows 

is an effort to describe and reconcile some of them.

In 1942, Hobby and colleagues reported finding surviving streptococci at a frequency of 

10−6 after exposure to penicillin at 37°C (a replicating condition) and at a frequency of 100 

at 4°C (a nonreplicating condition) (68). They concluded from these results that “penicillin 

is capable of destroying bacteria only if multiplication takes place” (68). Two years later, 

Bigger reported similar results in staphylococci: The bacteria survived exposure to penicillin 

at a frequency of 10−6 at 37°C and at a frequency of 100 at 4°C, at low osmolarity without a 

carbon source and at low pH (each a nonreplicating condition) (67). Bigger showed that the 

survivors lacked heritable resistance and dubbed them persisters. He made the same 

inference as Hobby et al. regarding the nature of these persisters, concluding that they were 

“cocci which survive contact with penicillin because they are in dormant, non-dividing 

Schrader et al. Page 9

Sci Transl Med. Author manuscript; available in PMC 2021 June 04.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



phase” (67). Others quickly confirmed these observations (73). Seventy-five years later, 

many reports on phenotypic AMR continue to embrace the assumptions of Hobby and 

colleagues and Bigger, who assumed that what was true for most of the bacteria in a 

nonreplicating population must have been true for the rare survivors in a replicating 

population, namely, that “dormancy”—which in Bigger’s sense meant nonreplication—was 

the mechanism for temporary resistance to the antibiotic. This assumption gave rise to the 

extension that nonreplication (or slow replication) is the mechanism for phenotypic AMR of 

all bacteria to any antibiotic, the underlying reasoning being that the primary targets of 

antibiotics are inactive (or less active) and therefore incorruptible (or less corruptible) in 

nonreplicating (or slowly replicating) bacteria.

Several studies lent support to this idea. A 1986 study showed that the rate of killing of E. 
coli by β-lactam antibiotics was directly proportional to their rate of growth (74). A 

landmark 2004 paper applying time-lapse microscopy to antibiotic-treated E. coli confined 

in microfluidic chambers demonstrated that ampicillin preferentially spared individual 

bacteria that were in a nonreplicating or slowly replicating state when the drug was applied 

(59). The linkage between slow growth and phenotypic AMR was recently extended to 

Salmonella enterica var. Typhimurium (75) upon reducing their growth rate through 

incubation in culture medium with a low concentration of magnesium ions (75). In addition, 

the argument that phenotypic AMR is the result of metabolic inactivity as a consequence of 

nonreplication is commonly defended by noting an association of AMR with a fall in ATP. 

ATP was reduced by 90% in Staphylococcus aureus in stationary phase, a setting that 

promotes phenotypic AMR, compared to the amount of ATP in replicating S. aureus; ATP-

depleting metabolic poisons also increased the frequency of persisters (76). However, this is 

not always the case—in the Salmonella study mentioned above, no fall in ATP was observed 

(75).

In contrast, a rapidly growing body of research reveals a much broader view of mechanisms 

underlying phenotypic AMR. The concept of a single mechanism for phenotypic AMR, such 

as nonreplication, is belied by the observation that different individual bacteria are often 

phenotypically resistant to different antibiotics (77, 78). The presumption that nonreplicating 

bacteria are metabolically inactive has been challenged by many studies that reveal that, 

except for spores, nonreplicating bacteria do not stop transcribing, translating, metabolizing, 

or pumping. Instead, they express a different transcriptome (24, 79–81), a different proteome 

(82), a different metabolome (79, 82, 83), and a different lipidome (79, 84) than their 

replicating counterparts while maintaining membrane potential (79, 83, 85). Consistent with 

this view, the first compounds found to kill nonreplicating bacteria selectively, regardless of 

what conditions imposed nonreplication, were inhibitors of Mtb’s dihydrolipoamide 

acyltransferase, a component of three α-ketoacid dehydrogenase complexes in central 

carbon metabolism and of a peroxynitrite reductase/peroxidase complex mediating 

antioxidant defense (86). The same compounds spared replicating Mtb, presumably because 

the replicating bacteria were less reliant on the α-ketoacid dehydrogenases or had other 

means of coping with oxidative stress. Also supporting maintenance of metabolic activity in 

nonreplicating bacteria are a study that showed that E. coli maintained a constant, albeit 

reduced, rate of protein synthesis for at least 60 hours after entry into stationary phase (87) 

and another that demonstrated substantial throughput in the ATP pool in some persisters 
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(82). In addition, inhibitors of DNA synthesis or transcription have been observed to kill 

almost all (90 to 99.9%) of some nonreplicating bacteria (7, 69, 88), even if this pales in 

logarithmic terms compared to the killing of 99.9999% of a replicating population. These 

results suggest that the primary targets of these antibiotics are both active and lethally 

corruptible in nonreplicating bacteria.

Still other studies have dissociated growth rate from phenotypic AMR. In contrast to the 

results in the 2004 microfluidics study (10), others found that phenotypically resistant E. coli 
cells were distributed in both the rapidly replicating and nonreplicating subpopulations (89). 

Moreover, 99% of nonreplicating cells were not phenotypically resistant, leading to the 

conclusion that nonreplication “is not necessary or sufficient for bacterial persistence” (89). 

A likely reason for this apparent discrepancy is that whereas the latter study examined wild-

type populations of E. coli, in which persisters may form by diverse mechanisms, the former 

used E. coli hip mutants (hipA7 and hipQ) whose mutations lead to an increase in the 

proportion of persisters by several orders of magnitude. This ensured that almost all the 

persisters observed as individual cells in populations of hip mutants were generated by the 

same mutation-dependent mechanism. Nonreplication and slow replication happened to be 

features of this mechanism for the hipA7 and hipQ mutants, but this does not establish that 

these features are present in all persisters nor that reduction of replication rate constitutes a 

mechanistic explanation for persistence.

Another recent study of E. coli demonstrated that ofloxacin persisters were metabolically 

active cells with individually heterogeneous rates of growth and heterogeneous expression of 

stress responses, suggesting that different cells survive exposure to the same antibiotic via 

different mechanisms and that these mechanisms are not necessarily dependent on growth 

rate (90). Nonreplicating Mtb continued to transcribe ribosomal RNA, a marker of metabolic 

activity, in a subpopulation of bacteria in the lungs of chronically infected mice (91). 

Phenotypic AMR to the prodrug isoniazid in M. smegmatis did not correlate with single-cell 

growth rates; instead, it was negatively associated with single-cell expression of catalase, 

which is required to activate isoniazid (92). In M. smegmatis mutants with high 

mistranslation rates, phenotypic resistance to rifampicin was independent of replication state 

and attributable instead to the presence of enough mistranslated copies of RNA polymerase, 

rifampicin’s target, in individual bacteria to frustrate binding of the drug while preserving 

the enzyme’s function (93, 94). Phenotypic AMR of replicating mycobacteria in 

macrophages has been ascribed both to transient induction of antibiotic efflux pumps (95) 

and to enhanced antioxidant capacity (96). Yet another mechanism of phenotypic AMR 

unrelated to replication is bacterial production of nitric oxide, which inactivates some 

antibiotics (97). Bacterial production of nitric oxide (97) or hydrogen sulfide (96, 98) can 

also give rise to phenotypic AMR through induction of antioxidant defenses.

Lopatkin and colleagues recently tested the lethality of nine different bactericidal drugs for a 

diverse set of bacterial species (E. coli, Acinetobacter baumannii, and S. aureus) across a 

wide variety of coupled conditions (i.e., those in which growth and metabolism both 

positively correlated with nutrient availability) and uncoupled conditions (i.e., those in 

which growth, but not metabolism, positively correlated with nutrient availability) (99). 
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Metabolic activity, as opposed to growth rate, was the major determinant of antibiotic 

lethality (99).

In sum, the picture emerging from recent studies with diverse organisms is that 

nonreplication (or slow replication) is not a requirement for phenotypic AMR and, when 

present, is not necessarily a mechanistic explanation for it. Nonreplicating or slowly 

replicating bacterial states are characterized by alternative metabolic landscapes, not barren 

ones. It has been proposed that phenotypic AMR can arise from any mechanism that imparts 

genetic AMR, provided that the result is achieved without dependence on a stably heritable 

mutation in a gene directly related to the antibiotic’s mechanism of action (9). We need more 

insight into mechanisms of phenotypic AMR before we can judge the validity of that 

hypothesis. Studies of the genetic control of phenotypic AMR offer a productive research 

avenue.

Genetic control of phenotypic AMR: High- and low-persistence mutants

By definition, phenotypic AMR is not stably heritable. However, the proportion of 

phenotypically resistant bacteria in a population is under genetic control. This is evidenced 

by the existence of hip (high persistence) mutations, which increase the proportion of 

individual bacterial cells displaying phenotypic AMR within a population of bacteria. In 

bacterial populations that are replicating, the proportion of phenotypically resistant bacteria 

is, by definition, lower than the proportional limit of sensitivity of the assay used to 

characterize the potency of the antibiotic. Consider an example where the MIC of a given 

antibiotic for a given bacterial population corresponds to the MBC99. If the fraction of the 

population that is phenotypically resistant to the antibiotic is more than 10−2, the MBC99 

will rise. A hip mutation could increase this proportion from the typical 10−6 by up to four 

orders of magnitude without raising the MBC99. Such hip mutations have great potential to 

teach us the mechanisms of phenotypic AMR.

In 1983, Moyed and Bertrand, working with E. coli, reported the first mutations that increase 

the proportion of phenotypically resistant bacteria in an isogenic population (100). Study of 

these and many subsequent hip mutations has identified pathways and partial mechanisms 

involved in phenotypic AMR. The original hipA mutations led to a 1 to 4 log10 increase in 

survival against cell wall synthesis inhibitors (100). HipA was later found to encode a toxin, 

HipA, that acts as a kinase and arrests cell growth when released from its antitoxin, HipB 

(101). Moyed and Bertrand’s hipA7 mutant contained two mutations in hipA that ablated its 

ability to arrest cell growth (101), reduced its binding affinity for the antitoxin HipB (102), 

and altered the pool of substrates that the hipA kinase phosphorylated (103). Both HipA and 

HipA7 phosphorylate the glutamate–transfer RNA (tRNA) ligase GltX, resulting in a 

deficiency of charged glutamate-tRNAs, ribosome stalling, synthesis of the alarmones 

(p)ppGpp, and activation of the stringent response, which reconfigures bacterial transcription 

in such a way as to postpone cell division in favor of restoring amino acid synthesis. This 

leads to phenotypic AMR (101, 104). The higher proportion of persisters in the hipA7 
mutant population can be explained by the reduced inhibition of HipA7 by HipB (102). 

Several other toxin-antitoxin molecular pairs have since been implicated in phenotypic AMR 

in diverse bacterial species (105).
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In addition to toxin-antitoxin modules, hip mutations and high-tolerance mutations have also 

been identified in genes encoding sigma factors and other genetic regulators or genes 

subserving pathways of lipid metabolism, propionate metabolism, quorum sensing, or amino 

acid biosynthesis and catabolism (106, 107). Identification of further hip mutants and their 

mechanistic characterization is needed for a broader and deeper understanding of phenotypic 

AMR.

The converse of hip mutants are mutations that decrease the frequency of phenotypically 

resistant members of a bacterial population. Although not relevant from a clinical 

perspective, these mutations can also lend basic insights into the mechanisms of phenotypic 

AMR. Many of the pathways identified through the study of low-persistence mutations 

overlap with those affected by hip mutations, such as toxin-antitoxin modules, the stringent 

response, quorum sensing, sigma factors, and lipid metabolism (107).

Other low-persistence mutations affect the proteostasis pathway. In E. coli, the frequency of 

persisters to diverse antibiotics was drastically reduced by knocking out each of the 

chaperones or proteases dnaK, clpB, and lon (108). Two studies offered mechanistic insight 

into these effects. In one study, individually studied E. coli cells that were phenotypically 

resistant to antibiotics suspended replication while forming intrabacterial aggresomes of 

insoluble proteins. Resumption of replication was preceded by resolution of the aggresomes, 

which required expression of both DnaK and ClpB (109). This suggested that the 

chaperones were necessary for recovery of persisters after antibiotic exposure, such that 

knocking them out would reduce persister frequency. In the second study, treatment of 

mycobacteria with kanamycin or isoniazid caused aggregates of irreversibly oxidized 

proteins to form. As inferred from the phenotype of the knockout of ClpB, the chaperone 

was required for the collection, coalescence, and sequestration of these aggregates at one 

pole of the surviving bacterial cells. After removal of the antibiotic, the survivors resumed 

replication, leaving one sibling with a large burden of aggregates. The less burdened siblings 

were more likely to display phenotypic AMR during subsequent rounds of exposure to the 

antibiotic (47), supporting a role for protein chaperones in enabling some cells to display 

phenotypic AMR.

The propensity of ROS to cause protein misfolding and the high representation of loss of 

function mutations in proteostasis pathway components among low-persistence mutants 

highlight the importance of secondary ROS generation in the action of antibiotics and their 

understudied role in the biology of phenotypic AMR. Adding further to that view is the 

ability of the redox-active, ROS-generating agents N-acetylcysteine and ascorbic acid to kill 

Mtb bacteria that are phenotypically resistant to isoniazid (110). Their action can be seen as 

boosting the secondary action of an antibiotic.

Bacterial persistence in vivo and therapeutic implications

The term persisters is often applied to bacteria that remain viable in an experimental 

participant or patient who has been treated with antibiotics in a way that was expected to kill 

the bacteria based on in vitro studies, such as achieving blood concentrations of the 

antibiotic that remained above the MBC throughout the treatment interval. The usages of the 
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term persisters for bacteria in vitro and in vivo are distinct (6) but are commonly conflated 

by the assumption that whatever explains persistence in vitro explains it in vivo.

In vivo persistence is a major clinical problem (61, 111), but drug-sensitive bacteria may 

persist in a drug-treated host for reasons other than phenotypic AMR. For example, genetic 

heteroresistance can give rise to in vivo persistence (14). Moreover, some bacteria may 

reside in a site where the antibiotic in question does not reach or sustain bactericidal 

concentrations (88, 112). Nonetheless, it is plausible that phenotypic AMR often accounts 

for persistence of bacteria in the host. Many physiological conditions found in the host can 

bolster phenotypic AMR. These include a shift in carbon source (8, 113); deprivation of 

iron, oxygen, or preferred sources of carbon (79); and actions of the immune system that 

stress bacteria but fall short of killing them (9, 79). Such immune system actions include 

residence in phagocytes (114) and exposure to ROS, reactive nitrogen species, antimicrobial 

peptides, or intraphagosomal or extracellular acidity. Moreover, stress imposed by exposure 

to sublethal concentrations of an antibiotic can increase the proportion of a bacterial 

population displaying phenotypic AMR to other antibiotics. This could undermine a 

combination therapy if one drug fails to penetrate a particular pathological niche well 

enough to achieve concentrations above the MBC for the bacteria in that environment and 

instead induces phenotypic AMR to other drugs in the combination. In short, what might be 

expected to be synergy between host immunity and antibiotic therapy or between the use of 

one antibiotic and another may be antagonism, because one can induce phenotypic AMR to 

the other (115).

Whereas most acute infections caused by drug-sensitive bacteria are readily treated with a 

single antibiotic, rapid and curative treatments of lingering, life-threating infections that are 

refractory to treatment with a single agent can hopefully be advanced by drug regimens 

designed to overcome phenotypic AMR. The diversity of routes by which bacteria can 

become phenotypically resistant makes it challenging to propose such regimens.

In replicating bacterial populations, phenotypic AMR is typically exhibited by a small 

proportion of bacteria, and different individual bacteria are often phenotypically resistant to 

different antibiotics. Here, a combination of antibiotics may kill the entire population. As 

noted earlier, in bacterial populations whose replication is impaired by the stringencies of 

the host environment or sublethal impact of other antibiotics, phenotypic AMR is often 

expressed by most or all the bacteria and extends to multiple conventional antibiotics (7, 66–

70). In this case, combining the drugs is unlikely to help (9). Instead, we might do well to 

identify compounds selected by an unconventional criterion, for example, their ability to kill 

nonreplicating bacteria (7, 86). On the basis of the role of ROS in amplifying antibiotic 

action, one set of targets for such drugs could be enzymes that mediate antioxidant defense, 

as was the case for the first antibacterial compound found that killed bacteria only when they 

were nonreplicating under diverse conditions (86). Additional approaches could be to 

augment bacterial ROS production (54), to inhibit bacterial “evolvability” (116) or to block 

the ability of bacterial populations to generate the phenotypic heterogeneity that underlies 

phenotypic AMR (117). This sets up the question of how we can more efficiently identify 

appropriate bacterial targets for antibiotics, progress antibiotics toward clinical utility, and 
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predict which combinations of antibiotics will act synergistically rather than 

antagonistically.

NEW TOOLS FOR ANTIBIOTIC DISCOVERY

Target selection

The rising incidence of genetic AMR calls for multiple societal responses (4). Among them 

is the urgent need to discover new antibiotics, including antibiotics of new types. How can 

we do so, when antibiotic discovery efforts have been yielding diminishing returns (118)?

Until recently, the preferred route for antibiotic discovery has been to make new inhibitors of 

old targets—that is, those targets that are inhibited by clinically approved antibiotics—and 

hope that the new compounds are not subject to the same causes of genetic AMR as the old 

ones. This strategy can lead to the discovery of antimicrobials that circumvent genetic AMR 

(119, 120), but the approach markedly constricts the potential anti-infective drug space 

(121).

The second conventional criterion for target selection has been that the bacterial target must 

lack a human homolog, so as to minimize mechanism-based host toxicity. However, this 

wastes opportunity, because tweaks as small as altering the side chain of a single active site 

amino acid residue (122) or those of amino acids a few residues distal from the active site 

(123) may suffice to confer species-specific reactivity on an inhibitor of a bacterial enzyme, 

sparing its human counterpart.

Last, when new targets are sought, it has been customary to choose targets that are known to 

be essential to the pathogen under standard laboratory conditions. The focus on these 

conventionally essential targets (that is, those required for the bacterium’s replication in 

vitro in the medium that allows its fastest replication) can lead to disappointment when a 

gene product that is essential under standard laboratory conditions turns out not to be 

essential in an infected host (124), an example of conditional essentiality. Moreover, this 

criterion continues to waste opportunity by ignoring targets that are essential for the 

bacterium to cause disease in the host but are not essential for the bacterium to replicate in 

vitro.

Essentiality of a candidate target is usually judged from the phenotype of its genetic 

knockout. However, the conventional approach to generating gene knockouts only allows the 

candidacy of putative targets to be tested one at a time, whereas bacterial pathogens encode 

thousands of enzymes, channels, and other potential targets. This approach is blind to 

epistasis (the impact that mutations in other genes have on the phenotype resulting from 

mutation in the gene under study) and so teaches nothing about possible synergies or 

antagonisms. Moreover, the gene knockout strategy used to define essentiality fails to inform 

on the degree of target vulnerability, that is, whether bacterial death would ensue from a 

pharmacologically attainable degree of inhibition. Last, if the target is essential in vitro, a 

mutant lacking it cannot be grown to infect an experimental host to determine whether the 

target is also essential in vivo. New techniques, however, are changing the landscape. The 
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following discussion on new techniques is centered on Mtb, but many of the approaches 

should be applicable to other life-threatening bacterial infections.

Artificially regulated promoters (125), artificially regulated posttranslational degradation 

systems (125), and inducible CRISPR interference platforms (126) are allowing the 

characterization of both the conditional essentiality of candidate bacterial targets and their 

vulnerability (127). Moreover, mutagenesis with bar-coded transposons followed by deep 

sequencing to establish baseline abundances of all mutants present, incubation under 

conditions of interest, and further deep sequencing to determine relative fitness of each 

mutant under those conditions (TnSeq) allows prediction of the essentiality of all genes of a 

pathogen simultaneously, with the exception of genes whose functions are required for 

growth of the bacteria during preparation of the transposon-mutagenized library (128, 129). 

The inducible CRISPR platform combines these methods (126). This allows for prediction 

of both essentiality and vulnerability of all genes in the pathogen simultaneously under any 

condition chosen for testing and also allows for multiplexing to investigate genetic 

interactions. In theory, these methods could be applied under pathophysiologically relevant 

conditions, such as within host cells or in a medium whose composition resembles that of a 

pathological site, such as a lung cavity in TB (130). Such methods hold promise for 

identifying targets whose inhibition in vivo is most likely to be lethal for the pathogen.

Although antibiotic discovery has focused on inhibiting targets, forced activation of certain 

pathways can also be bactericidal. For example, activation of the protease ClpP by an 

acyldepsipeptide killed S. aureus in biofilms both in vitro and in vivo (76). Similarly, the 

natural product ecumicin, which activates the adenosine triphosphatase activity of ClpC1 in 

Mtb, killed Mtb in vitro and in mice (131). A small molecule that activated the HssRS heme 

sensor system killed S. aureus under anaerobic conditions (132). Systematic identification of 

targets for bactericidal activation might be achieved by studying gene libraries in which each 

gene in a bacterial pathogen is placed under control of an inducible promoter (133).

Compound profiling

Until recently, hit-to-lead progression for antibiotic development involved identifying 

structure-activity relationships along three axes: potency against the target; activity against 

the pathogen; and a constellation of pharmacological properties, such as absorption, tissue 

distribution, metabolism, excretion, and toxicology. To optimize these parameters, medicinal 

chemists typically synthesize hundreds of variants of the inhibitor. However, the effort 

remains largely empirical without knowing why certain changes to the compound lead to 

changes in activity against the pathogen. Does a compound with a given modification no 

longer enter the bacterium or remain there? Does the bacterium transform it? Can the 

compound inhibit the target in its natural milieu?

Recent advances have now added two more axes to antibiotic structure-activity relationships 

to answer those questions: intrabacterial pharmacokinetics, which refers to what happens to 

the drug inside the bacterial cell (what the bacterium does to the drug), and intrabacterial 

pharmacodynamics, the biochemical and physiological effects of the drug and its 

metabolites on the bacterium (what the drug does to the bacterium) (52, 134, 135). Liquid 

chromatography–mass spectrometry (LC-MS) allows quantification of the intrabacterial 

Schrader et al. Page 16

Sci Transl Med. Author manuscript; available in PMC 2021 June 04.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



concentration of the antimicrobial compound and of its conversion to other products, 

identification of which can guide structural modifications to block the compound’s 

catabolism. Such information can also be used to develop predictive algorithms to guide 

compound selection and design. For example, LC-MS–based assessment of the degree of 

accumulation of diverse compounds in E. coli allowed development of an algorithm that 

successfully predicted how to modify an antibiotic to extend its spectrum from Gram-

positive to Gram-negative bacteria (136). LC-MS can also be applied to investigate 

intrabacterial pharmacodynamics through delineation of a compound’s impact on the 

metabolome and lipidome (52, 135, 137) along with comparison of these profiles to the 

impact of antibiotics with known actions (134).

A frequent challenge facing target-based screens for antimicrobial compounds is that a 

compound that inhibits the enzyme in question and kills the pathogen encoding the enzyme 

may kill the pathogen for other reasons. The use of regulated hypomorphs for the enzyme in 

question (bacterial strains in which expression of the putative target is partially and 

selectively suppressed) can provide powerful evidence for on-target whole-cell activity (52). 

Further, hypomorph libraries can be multiplexed to allow compounds to be profiled for 

activity against hundreds of targets simultaneously (138). This strategy can be leveraged to 

identify targets of compounds with unknown mechanisms of action and additional targets for 

compounds with a known target. Meanwhile, methods are improving to profile hundreds of 

millions of compounds for selective binding to a given target through the use of DNA-

encoded libraries (139) and to use target structure to guide compound design (140).

Drug regimen design

Antibiotic candidates are developed one at a time without regard to others that are already 

approved or in development, especially as the latter are usually industrial secrets. However, 

antibiotics are often used in combination for difficult-to-treat infections like TB, for 

polymicrobial infections, and in critically ill patients when there is not time to identify the 

causative agent and its antibiotic resistance profile before initiating treatment. Until recently, 

determining which compounds will work together effectively has resembled working on a 

Rubik’s cube. New approaches offer hope for greater efficiency.

Prediction of antibiotic synergy or antagonism has advanced with new genetic, metabolomic, 

and computational tools. Genetic approaches include systematic identification of gene-gene 

interactions by TnSeq (128), inference of control points in critical pathways from the 

conjoint analysis of multiple RNA sequencing experiments (141), and prediction of drug-

drug interactions via a computational algorithm based on transcriptomic profiles of drug-

treated pathogens (142). Another study combined the pairwise impacts of 14 antibiotics on 

the growth of E. coli with fitness scores for E. coli gene deletion strains treated with each 

drug individually to train a machine-learning algorithm. The algorithm predicted synergistic 

or antagonistic interactions of additional antibiotics against E. coli and also against S. aureus 
and Mtb, suggesting that genetic determinants of these interactions were conserved (143). 

Comparison of the metabolomic impact of antibiotics on E. coli with the metabolomic 

impact of 3807 gene deletions also allowed prediction of synergistic drug combinations (40). 

Metabolomic profiling of Mtb treated with one antibiotic identified a nontargeted enzyme 
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whose reaction was made more vulnerable to inhibition, enabling rational selection of a 

second drug to inhibit the second target for a synergistic effect (144). Computational 

methods that enable evaluation of the complex effects of higher-order drug combinations 

also hold promise (145, 146).

Hollow-fiber flow systems test the impact of compound combinations in vitro while 

simulating each compound’s pharmacokinetic profile (147). Laser capture microdissection 

coupled with mass spectrometry enables intralesional pharmacokinetics and its sometimes 

striking distinction from blood pharmacokinetics, revealing which compounds are present in 

a given lesion at a given time and at what concentrations (112, 148).

Last, efforts known as quantitative systems pharmacology are under way to systematically 

integrate diverse sets of pharmacokinetic and pharmacodynamic information, such as can be 

obtained by the approaches described above, into algorithms for predicting drug interactions, 

safety margins, and dosing regimens (149).

Knowledge and tools still lacking

A great deal of basic and translational research remains to be done before we can discover 

new antibiotics efficiently. Given that TB was the primary example used here to illustrate 

technological advances, it is fitting that TB illustrates persistent shortcomings in our 

knowledge and tools.

We do not yet understand the function of nearly half of the genes in Mtb. We do not know 

what physiological conditions in vitro or in animal models would reveal the phenotype of 

knockouts or knockdowns of these genes of unknown function. Further, a few inbred mouse 

models presently serve as gateways through which an antibiotic must pass on its way to 

clinical candidacy for the treatment of TB. However, knockout of Mtb genes is now known 

to attenuate the pathogen in some mouse strains, but not in others constructed to mimic the 

genetic diversity of outbred mouse populations (150, 151). Such an outcome could invalidate 

the choice of a target long after extensive efforts have been invested in developing a drug 

that inhibits it. Perhaps a more reliable model to test TB drug candidates will be mice 

transplanted with the microbiota of wild mice. Responses of such mice to immune-targeting 

drugs better mimicked responses seen in clinical trials than did responses in mice with the 

less diverse microbiota associated with conventional husbandry (152).

We do not know how to prevent phenotypic AMR to TB drugs or how to eliminate Mtb 

persistence in vivo. We have no widely reproducible in vivo assay to identify compounds 

that selectively kill nonreplicating Mtb. We do not know how to target processes involved in 

Mtb transmission. We have no measure of the total body burden of Mtb in people. No 

clinically deployable test is available for enumerating differentially detectable Mtb. We lack 

reliable biomarkers with which to make an accurate diagnosis of TB or individualize its 

therapy, including determining when treatment can be stopped.

More generally, we have much to learn about the features of antibiotics that favor their 

accumulation in different pathogens, how they alter bacterial metabolism, and how bacteria 
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catabolize them. Most fundamentally, we need a deeper understanding of how antibiotic-

treated bacteria survive or succumb.

Conclusions

The recent explosion of knowledge about AMR reviewed here is cause for celebration. 

However, this new knowledge reveals that we have much farther to go than believed before 

we can undermine bacterial resilience as adeptly as bacteria “understand” human 

vulnerability, in the sense of their evolved success in exploiting humans as hosts and vectors. 

Our potential advantage in this battle is that bacterial pathogens must survive not only our 

evolved and individual immune responses but also our collective efforts to compensate for 

our fundamental immunodeficiency (6) by administering antibiotics. Our scientific 

understanding of genetic AMR is robust. In contrast, our understanding of phenotypic AMR 

is nascent. This is a key area for further research, but research will not be enough. Society 

needs to take action to use insights about AMR to combat the ever-present threat of drug-

resistant bacterial pathogens.
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Fig. 1. Genetic and phenotypic AMR.
The schematic shows genetic AMR (left) compared to an example of phenotypic AMR 

(right). Left: In genetic AMR, a bacterium with a mutation that gives it the potential to resist 

an antibiotic (red cell, first row) survives exposure to that drug (second row) and continues 

to proliferate, whereas the susceptible majority (blue cells, first row) die (pale blue cells, 

second row). The resistant bacterium (red) continues to proliferate and pass its mutation on 

to its progeny even when the antibiotic is removed (third row). Upon a second exposure to 

antibiotic (fourth row), all the bacterial cells survive and continue to grow during exposure. 

Right: In contrast, in phenotypic AMR, a bacterial cell is genetically identical to its siblings 

but happens to be in a metabolic state that is conducive to surviving the first exposure to 

antibiotic (gray cell, first row). When removed from the antibiotic, this bacterium gives rise 
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to a population resembling that from which it arose so that the second exposure to antibiotic 

kills the same proportion of the bacterial population as before (fourth row). ABX, antibiotic 

[adapted from (107)].
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Fig. 2. Three characteristics distinguish four types of AMR in vitro.
The four types of AMR observed in vitro are as follows: heteroresistance, persistence, 

resistance, and tolerance. These four types of AMR can be distinguished by a combination 

of three characteristics: prevalence, growth rate, and kill rate. Different values of these three 

characteristics enable diverse AMR phenotypes. In clinical settings, different AMR 

phenotypes may pertain to the disease-causing bacterial pathogen inside or outside host 

cells, in different anatomical sites, and at different times during the course of the infection 

and its treatment.
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Table 1.

Characteristics of genotypic and phenotypic antimicrobial resistance.

Characteristic Genetic AMR Phenotypic AMR

Resistance directly attributable to a genetic change (de novo 
mutation or acquisition of new genes)

Yes No

Resistance manifest in progeny of the resistant bacterial cells Yes No or limited

MIC, relative to sensitive strain Increased Unchanged

MBC, relative to sensitive strain Increased Increased under some circumstances

Clinical outcome Primary treatment failure Primary treatment failure

Relapse

Emergence of genetic AMR

Clinical strategy Switch antibiotics Combine antibiotics

Include antibiotics that kill bacteria expressing 
phenotypic AMR to conventional antibiotics

Increase treatment time

MIC, minimum inhibitory concentration, the lowest concentration of the antibiotic required to prevent growth of the bacteria over a defined period 
of time; MBC, minimum bactericidal concentration, the lowest concentration of the antibiotic that kills a given proportion of the population 
(typically 99%) in a given period of time; AMR, antimicrobial resistance.
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