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Abstract

Theories of orbitofrontal cortex (OFC) function have evolved substantially over the last few 

decades. There is now a general consensus that the OFC is important for predicting aspects of 

future events and for using these predictions to guide behavior. Yet the precise content of these 

predictions and the degree to which OFC contributes to agency contingent upon them has become 

contentious, with several plausible theories advocating different answers to these questions. In this 

review we will focus on three of these ideas - the economic value, credit assignment, and cognitive 

map hypotheses – describing both their successes and failures. We will propose that these failures 

hint at a more nuanced and perhaps unique role for the OFC, particularly the lateral subdivision, in 

supporting the proposed functions when an underlying model or map of the causal structures in the 

environment must be constructed or updated.

Theories of orbitofrontal cortex (OFC) function have evolved substantially over the last few 

decades. Convergence of observations from neural recordings and OFC manipulations in 

behavioral studies as well as evidence calling into question hallmarks of OFC function have 

led to a revolution in our understanding of the function of this brain region (Gallagher et al., 

1999; Murray et al., 2007; Ostlund and Balleine, 2007; Padoa-Schioppa and Assad, 2006; 

Rolls, 1996; Rudebeck and Murray, 2011b; Wallis, 2007). There is now a general consensus 

that the OFC is important for predicting aspects of future events and for using these 

predictions to guide behavior. Yet the precise content of these predictions and the degree to 

which OFC contributes to agency contingent upon them has become contentious, with 

several plausible theories advocating different answers to these questions. These theories 

range from suggestions that OFC is important for tracking the associative relationships 

between stimuli (Rolls, 1996; Schoenbaum et al., 2009), to assigning credit (Noonan et al., 

2010), to computing the value of options during economic decisions (Padoa-Schioppa, 2011; 

Padoa-Schioppa and Conen, 2017), to contributing to cognitive mapping (Wilson et al., 

2014), or even as arbitrating between model-free or model-based approaches (Panayi et al., 

2021). Although these theories overlap in important ways, such as their reliance on the use 

of models of the environment, they make substantially different claims as to the specific 

function of the OFC.

In this review we will focus on three of these ideas - the economic value, credit assignment, 

and cognitive map hypotheses – describing both their successes and also how, in their 

current form, they fail to fully incorporate several recent studies. These failures hint at a 
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more nuanced and perhaps unique role for the OFC 1, particularly the lateral subdivision, 

when an underlying model or map of the causal structures in the environment must be 

constructed or updated. We will propose that the OFC endows behavioral flexibility by 

allowing models, or cognitive maps, to be updated in other brain regions when new 

associative information is encountered that must be integrated with an existing model or 

when existing associations undergo changes.

Orbitofrontal cortex and economic choice

One theory that has gained enormous traction in the past decade to explain OFC function is 

the economic choice hypothesis (Fellows, 2007; Levy and Glimcher, 2012; Montague and 

Berns, 2002; Padoa-Schioppa, 2011). This idea grew out of observations that OFC damage 

is correlated with deficits in decision-making tasks and that OFC neurons are particularly 

tuned to predict value as defined by choice. Myriad electrophysiology recording and fMRI 

studies have indicated that OFC strongly encodes predictions of stimulus features that track 

with value (Breiter et al., 2001; FitzGerald et al., 2009; Gottfried et al., 2003; Gremel and 

Costa, 2013; O’Doherty et al., 2001; Padoa-Schioppa and Assad, 2006; Rich and Wallis, 

2016; Roesch et al., 2006; Schoenbaum and Eichenbaum, 1995; Thorpe et al., 1983; Wallis 

and Miller, 2003; Zhou et al., 2019a). While generally it is difficult to dissociate such signals 

from correlated outcome features, such as the amount of food available, economic choice 

tasks are designed to specifically get at this question of whether ‘pure’ value, or more 

formally utility, is encoded by neural activity. Studies utilizing these types of tasks have 

revealed that some neurons in OFC, mainly area 13 of non-human primates, appear to 

encode value independently of physical features of rewarding stimuli, at least within a 

limited parametric space (Padoa-Schioppa and Assad, 2006, 2008). Although not without 

critics (Blanchard et al., 2015), these findings have provided a strong basis for the theory 

that OFC’s function is to compute such pure or economic value. This theory holds that OFC 

determines, in real-time, the utility of available options in the environment to support 

optimized decision making. To do this, OFC receives high dimensional information about 

each option from other brain regions and distills this high-dimensional information down 

onto a single axis of subjective value (Padoa-Schioppa, 2011; Rustichini et al., 2017). This 

putatively allows a subject to make rational choices among complex and unrelated options in 

order to optimize decision-making behavior. According to this model, the OFC should be 

important whenever the subject is using real-time information to determine the value of 

available options.

Yet while there are clearly correlates of economic value within OFC in canonical economic 

choice tasks, it has been less clear whether such activity is causally required for economic 

choice. This changed only recently with several studies in different species employing the 

canonical economic choice task developed by Padao-Schioppa et al. (Padoa-Schioppa et al., 

1For this review, our intent was to focus on what is considered to be the lateral region of the orbitofrontal cortex. It is clear that the 
various subregions within the orbitofrontal cortex may have different functions, and there is substantial debate as to the homology of 
OFC across the species mentioned within this review. For a more detailed discussion of this issue, as well as for discussion of the 
homologies across species, please see Izquierdo, A. (2017).Functional heterogeneity within rat orbitofrontal cortex in reward learning 
and decision making. Journal of Neuroscience 37, 10529–10540. Rudebeck, P.H., and Murray, E.A. (2011a). Balkanizing the primate 
orbitofrontal cortex: distinct subregions for comparing and contrasting values. Annals of the New York Academy of Sciences 1239, 1–
13.
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2006). In the basic version of this task, subjects are confronted with two different reward 

options. The value of each option must be determined by integrating across dimensions of 

information characterizing the available options; this is typically done by varying outcome-

type and amount (Padoa-Schioppa et al., 2006), though some forms of the task require 

integration over probablility and amount (Constantinople et al., 2019). Subjects then choose 

their preferred option. By presenting many trials over a range of offer-types, a psychometric 

curve can be determined based on the subject’s choice behavior. Experienced subjects 

typically show a relatively steep psychometric curve indicating a stable utility function. 

According to the economic choice account, the OFC should be essential for normal choice 

behavior under these conditions, since it is calculating the utility of underlying the options. 

Thus, orbitofrontal manipulations should result in dramatic impairments consistent with a 

loss of the ability to integrate across features to calculate this quantity, resulting in shallow 

curves, default choice strategies based on number or a side-bias, and most importantly 

choices among items that are irrational or that fail to obey rules of transitivity.

While these predictions have found limited support in some causal studies (Ballesta et al., 

2020; Fellows, 2011; Kuwabara et al., 2020), a substantial proportion of such studies have 

failed to find effects of lateral OFC manipulations on economic choice behavior in rats 

(Constantinople et al., 2019; Gardner et al., 2019; Gardner et al., 2017; Gardner et al., 2020). 

Indeed in at least one case, inactivation of OFC seemed to make choices more rational 

(Barrus & Winstanley 2017). Consistent with these findings, a recent study failed to find 

robust encoding of value predictions in the macaque OFC, areas 11/13, at the time of choice 

in a task designed to determine whether reward predictions accumulate with additional 

evidence (Lin et al., 2020). Work from our lab, carefully designed to duplicate as much as 

possible the task used to obtain the single-unit recording data forming the basis of this 

model, found absolutely no effect at all of optogenetic inactivation of either lateral (Gardner 

et al., 2017) or medial (Gardner et al., 2018a) OFC in rats on any of several measures of 

choice performance, including the established indifference point for specific goods pairs, the 

steepness of the relationship, or the transitivity of the rats’ choices among goods in several 

pairs. The precise factors determining when the OFC is necessary for economic choice, and 

when it is not, are not clear from these experiments; however, at a minimum, these findings 

indicate that having to integrate across multiple dimensions to calculate values to guide a 

choice does not fundamentally require the OFC, despite the clear neural correlates of value 

that exist in OFC under such conditions.

Orbitofrontal cortex and credit assignment

Another theory that has been advanced to explain orbitofrontal function is the credit 

assignment hypothesis (Noonan et al., 2010; Walton et al., 2010; Walton et al., 2011). This 

idea is based on work aimed at understanding OFC’s role in tracking dynamic contingencies 

as well as risky, or probablisitic, decisions. These tasks typically require tracking the value 

of a stimulus over multiple trials to determine the expected value of a reward, making them 

perfect candidates for modeling using reinforcement learning (RL). Within the RL 

framework, prediction errors are determined by mismatches between the value of expected 

and actual reward. These prediction errors must be attributed correctly for the organism to 

best predict what specifically led to the reward and update behavior appropriately on future 
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trials. The credit assignment theory suggests that OFC is necessary for precisely matching 

the prediction error with the correct stimulus or action that led to the unexpected reward (or 

reward omission).

Although this theory is consistent with data that OFC is important for encoding the identity, 

and putatively the value of a predictive stimulus, action, or state, it differs substantially from 

the economic value hypothesis in that it suggests OFC is specifically required to support 

learning. There are now many OFC inactivation and lesion studies in humans, monkeys and 

rats that indicate this is the case, that the more lateral region of OFC is often required for 

situations when contingencies are fluctuating, requiring ongoing learning (Constantinople et 

al., 2019; Dalton et al., 2016; Miller et al., 2018; Noonan et al., 2017; Noonan et al., 2010). 

This includes reversal tasks (Bechara et al., 1997; Butter, 1969; Chudasama and Robbins, 

2003; Fellows and Farah, 2003; Iversen and Mishkin, 1970; Izquierdo et al., 2004; 

Teitelbaum, 1964) and probabilistic decision-making tasks with stationary or non-stationary 

expected values (Constantinople et al., 2019; Groman et al., 2019; Noonan et al., 2017; 

Noonan et al., 2010). Indeed, deficits in adjusting behavior in the face of changing 

contingencies during reversal tasks were long considered the primary characteristic of broad 

orbitofrontal damage (Jones and Mishkin, 1972). Within a reversal task, contingencies 

between conditioned stimuli or actions and their associated outcomes are swapped, requiring 

subjects to adjust behavior appropriately. With a few recent exceptions, manipulations or 

damage to the OFC across species has consistently resulted in subjects requiring more trials 

to reach stable behavior following reversal in these tasks. According to this model, the OFC 

plays a similar role when contingencies are probabilistic and/or dynamic.

However although the credit assignment hypothesis can explain these deficits quite well, it 

does not capture a broad category of observations of OFC loss of function, such as OFC’s 

importance in revaluation experiments and settings involving sensory-sensory learning. 

Again, as with the economic choice theory, we have only a partial explanation of when the 

OFC is necessary for behavior.

Orbitofrontal cortex and cognitive mapping

This brings us to the third idea, which is the proposal that the OFC is a key part of a circuit 

of structures maintaining a model of the environment or a so-called cognitive map. This idea 

grew out of less formal theories of OFC function that have long suggested that OFC is 

critical for representing associative information characterizing the environment (Rolls, 1996; 

Schoenbaum et al., 2009). These proposals hold that OFC tracks associations between cues 

and events, particularly those of biological relevance; and in some cases suggest OFC uses 

these models to make predictions of future events to guide behavior (Botvinick and An, 

2009; Cardinal et al., 2002; Delamater, 2007; Holland and Gallagher, 2004; Jones et al., 

2012; McDannald et al., 2012; Schoenbaum and Setlow, 2001). Such concepts have 

culminated in the theory that OFC is necessary for keeping track of a subject’s location in a 

cognitive map (Wilson et al., 2014). More specifically, this theory suggests that OFC keeps 

track of the current position, or in some cases the intial position (Bradfield and Hart, 2020), 

within a state space representing the relationships relevant for whatever task a subject may 

be engaged in, with the specific advantage of having an ability to disambiguate hidden, or 
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latent, states not easily distinguished by external input. The critical importance of encoding 

the current state within a state space over model-free alternatives that only use states defined 

by explicit stimuli is the ability to use non-observable information to determine the full 

nature of the current situation.

To better understand the importance of encoding such partially-observable or latent states, 

it’s important to consider the assumptions of the Markov decision process that underlies the 

state spaces within reinforcement learning theories. In order to discern two situations that 

have identical sensory features but are different based on how the subject arrived at that 

point in time, Markov processes require the formation of different latent states in order to 

capture the historical knowledge, or memory, of the path to that point. For example, in a 

game of tag, it’s critical to maintain a memory of whether one is ‘it’ (or ‘not it’) to know 

whether to run towards (or away from) fellow game players. Markov models solve this 

problem by creating different states based on the internal memory of being ‘it’. These 

hierarchical states then set the stage for appropriate actions to take given the current 

observations – if you’re ‘it’ then chase everyone; if you’re not ‘it’ then run away from the 

whoever is ‘it’. Because memories are captured by distinctive states, a Markov model of a 

game of tag would require unique states for each person who is ‘it’ in order for the model to 

recognize who to run away from.

Here it is perhaps worth emphasizing that, as currently formulated, the cognitive map 

hypothesis proposes only that the current state representations reside in the lateral OFC (Niv, 

2019; Sharpe et al., 2019). This is subtly different than the proposal that the full model, or 

the mappings between state representations used to make prospective decisions, is housed in 

OFC. As a result, the output from OFC under the cognitive map hypothesis could be used 

for model-based prospective guidance by providing knowledge of the current state, but it 

also could also perhaps support model-free learning by helping to specify the correct state to 

which to attribute cached values. In the cognitive map hypothesis, as applied to the OFC, 

because the organism has access to the current state, there is the potential to associate cached 

values with latent, or non-explicit states. Indeed, the idea that OFC provides a ‘pointer’ to 

the current state is able to explain a range of observations of OFC’s importance for model-

based behaviors as well as for tasks requiring solutions based on the existence of latent 

states.

To illustrate how representing latent states as part of a cognitive map can explain behavioral 

deficits associated with OFC dysfunction, it’s useful to return to reversal learning, which has 

long been considered to be the archetypal behavior affected by OFC dysfunction. As 

mentioned before, theories that suggest OFC is involved in updating values of states, such as 

the credit assignment hypothesis, assume that values are learned and incrementally changed 

on a trial-by-trial basis following a reversal. The cognitive map hypothesis instead handily 

explains deficits in reversals by developing hidden hierarchical states that tell the subject 

which contingencies are in effect. Once the model is learned, subjects should be able to 

quickly flip between the two hierarchical states as the problem becomes a latent state 

detection issue rather than a learning issue.
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Although experimentally discerning whether animals are reversing behavior due to state 

detection or through cached-value learning is tricky in these tasks, state detection should 

allow more rapid behavioral changes within tasks employing well-defined, or discernable, 

states. In fact, a recent study showed that mice performing a two choice probabilistic 

foraging task do show switches in behavior strongly consistent with a latent state model 

(Vertechi et al., 2019). Consistent with the cognitive map hypothesis, inactivation of lateral 

OFC switched mice from rapidly changing behavior during changes in task state, putatively 

dependent on encoding of a latent state, to a slower behavioral change consistent with 

model-free, or trial-by-trial, updating of the location values.

Of course, a strategy of determining state likelihood is not always the optimal solution for 

reversals. In another study, rats with lateral OFC lesions experienced reversals of 

probabilistic rewards which occurred at a very high or very low frequency. High frequency 

reversals with probabilistic rewards overall provide less information about which set of 

reward contingencies are currently active. This lack of clear available evidence results in a 

noise hindered use of a state-based strategy, and as such, a model-free strategy of directly 

tracking reward values in a single state remains an effective approach. Interestingly, OFC 

lesions did not impair high frequency reversals, yet rats with OFC lesions were impaired 

during low frequency reversals when state likelihoods are considerably more well-defined 

and exploitable for optimal behavior (Riceberg and Shapiro, 2012). Recordings within OFC 

were consistent with this finding as encoding of expected values were more stable within the 

low frequency reversals (Riceberg and Shapiro, 2017). Consistent with this use of latent 

states during well-defined transitions, immediate changes in state have been observed in 

single OFC neurons after just a single trial following a contingency reversal (Stalnaker et al., 

2014). Critical to the argument that an unobservable state had switched, stimuli that were not 

experienced following a state change until after a few trials showed immediate changes in 

updated activity.

Support also comes from work by Stolyarova et al., who ran a two-choice probablistic 

decision-making task in which they showed that lateral OFC was required for discerning 

small yet discrete shifts in the expected value of two options from the expected variance, 

indicating that OFC might be parsing the reward likelihoods into discrete states that must be 

detected to induce a state switch (Stolyarova and Izquierdo, 2017). Gershman et al. found 

neural evidence of such state encoding within OFC in a similar task in which different states 

were employed only when a stimulus feature provided task-relevant information (Gershman 

and Niv, 2013). OFC also encodes the current location within more complex state spaces 

that include hidden states (Schuck et al., 2016; Zhou et al., 2019a; Zhou et al., 2019b). 

Interestingly, current information regarding hidden or unobservable states is encoded in OFC 

most strongly at the time when the latent state is required for optimal performance in the 

task (Zhou 2018).

This idea can also be expanded to explain the more pervasive role for OFC in non-

deterministic or probabilistic discrimination tasks, typically used to support credit 

assignment accounts. What has been considered the strongest evidence for the credit 

assignment theory comes from data showing that subjects performing a three-arm bandit 

task require an intact OFC (Noonan et al., 2010) and intact connections with other reward 
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related areas such as basolateral amygdala and nucleus accumbens (Groman et al., 2019). 

Within this task, three different options with different probabilities of reward are available 

on each trial. Over time, the expected value of at least one of these options changes 

stochastically, leading to changes in the best option at any given time. Lesions of OFC 

impairing behavior on this task were interpreted as showing that OFC was needed to 

appropriately match the errors occurring from trial-to-trial with the appropriate action.

Yet there is another solution to this task that meshes more with the cognitive map 

hypothesis, which is based on partially observable Markov decision processes (POMDP) 

(Averbeck, 2015; Rao, 2010). Simple RL frameworks treat the n-arm bandit task as a single 

state RL problem with trial-by-trial updates of each the n-actions that can be taken; put more 

simply, the values of each option are tracked independently over time. POMDP models, by 

contrast, base decisions on the expected value determined from a distribution of many 

different states. These different states are based upon the information gained about expected 

values of each action over each trial, and different states exist which predict that any of the 

actions might lead to the highest expected value. This can also be modeled using a discrete 

state space rather than as a continuous space (Rao, 2010) and so can be considered in the 

framework of the cognitive map hypothesis, in which OFC is attempting to determine the 

current latent state. As more information is gained about the options, the posterior 

probability distribution becomes more refined, leading to better predictions of the action 

with the highest likelihood of being the best option. Neural activity in OFC is consilient with 

this idea, with representations of components of the posterior probabilities as well as the full 

posterior distribution having been observed in OFC (Chan et al., 2016; Ting et al., 2015; 

Vilares et al., 2012). Even more nuanced predictions of POMPD models such as novelty 

bonuses in n-arm bandit tasks are clearly respresented in OFC (Costa and Averbeck, 2020). 

Thus, while studies employing probabilistic discrimination tasks implicate OFC in tracking 

the values across trials in a way consistent with standard TDRL models, these findings can 

also be explained by the hypothesis that OFC is involved in the encoding of partially 

observable states with different reward probabilities.

Finally, the cognitive map hypothesis also incorporates broad evidence that OFC is 

important for sensory-sensory learning (Hart et al., 2020; Howard et al., 2020; Jones et al., 

2012; McDannald et al., 2014; McDannald et al., 2011; McDannald et al., 2005; O’Doherty 

et al., 2000; Ostlund and Balleine, 2007; West et al., 2011). Perhaps the strongest example of 

this is OFC’s importance for sensory preconditioning. In this task design, two stimuli (A and 

B) are presented in sequential order (A-B) during a conditioning phase in which no rewards 

are given. Following this reward-free conditioning phase the second stimulus (B) is 

associated with reward. Note that A is never present during this B-reward conditioning 

phase. Finally, responding to A is assessed in a probe test in which reward is not present. 

Most subjects show higher responding to cue A in comparison to a control stimulus C 

(typically within-subjects) for which pairs of stimuli (C-D) were trained in the initial 

preconditioning stage but for which D was not paired with reward. OFC is required during 

the probe test (Jones et al., 2012) as well as during only the initial preconditioning training 

when no rewards are present (Hart et al., 2020). This importance of OFC for the initial 

learning cannot be explained by an account that focuses on calculating utility, since the OFC 

is online during the final probe test, and the importance of OFC in the final probe test cannot 
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be explained by an account that focuses on credit assignment, since learning is not required 

in the probe test. On the other hand, the cognitive map hypothesis can account for both 

results, since the OFC must be online to develop the map defining the key relationships and 

to use it later to guide behavior.

The cognitive mapping model is similarly able to explain observations that the OFC is 

critical for behavior in diverse settings such as identity unblocking (McDannald et al., 2011), 

in which learning occurs even when there is no reward prediction error present, specific 

Pavlovian-to-instrumental transfer (Ostlund and Balleine, 2007), in which Pavlovian cues 

predicting specific sensory features of reinforcers bias subjects towards choosing specific 

actions (Lichtenberg et al., 2017; Ostlund and Balleine, 2007), and the differential outcomes 

effect (McDannald et al., 2005), in which learning about different actions is accentuated 

when the actions result in reinforcers with different features. All of these settings require 

value-neutral mapping of associative information either to drive learning or behavior; the 

involvement of the OFC is hard or impossible to accommodate through economic choice or 

credit-assignment theories, but fits well with the idea that OFC mediates cognitive mapping.

Indeed, the idea of a cognitive map in operation is perhaps best epitomized by a form of 

sensory-specific learning that has become the most defining behavioral assay of OFC 

function - Pavlovian reinforcer revaluation. OFC’s importance in reinforcer revaluation has 

been observed in rodents, non-human primates, brain damaged and most recently even 

neurotypical humans (Gallagher et al., 1999; Gardner et al., 2019; Howard et al., 2020; 

Izquierdo et al., 2004; Panayi and Killcross, 2018; Parkes et al., 2018; Pickens et al., 2005; 

West et al., 2011). While details differ, these tasks generally involve a conditioned stimulus 

that is trained to predict a rewarding stimulus such as food. After learning, the value of the 

reinforcer is changed outside of the experimental setting and not in the presence of the 

predictive stimulus. For food, this is typically done by sating the animal or by pairing with 

illness. When the subject is subsequently exposed to the conditioned stimulus, the subject 

must infer through the sensory properties of the cue and its association with the particular 

food that the predictive value of the cue has changed. Disruption of OFC consistently leads 

to deficits in this inferential step, leading to inappropriate responding to the conditioned 

stimulus.

The cognitive map hypothesis explains reinforcer revaluation in the same way it has 

traditionally been interpreted through modeled-based mechanisms - suggesting that 

inactivation of OFC disrupts the ability to use a full model relating the stimulus to the 

sensory properties of the food to their updated value. Loss of the model-based mechanism is 

thought to result in behavior relying on cached-value systems that are unaware of the 

updated value of the outcome following revaluation. This explains why subjects with OFC 

damage or in whom OFC is inactivated continue to respond as if the change in outcome 

value never occurred. Notably, we have reported a similar effect of revaluation on economic 

choice behavior; while OFC inactivation has no effect on baseline behavior, if OFC is 

inactivated after satiation on one of the outcomes on offer, subsequent choices fail to reflect 

this updated value (Gardner et al., 2019).
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Yet while the cognitive map hypothesis appears to explain a broad array of data regarding 

OFC function, it too has areas where it comes up short of explaining the effects of OFC 

manipulations on behavior. One of these areas is reversal learning. As mentioned earlier, 

deficits in reversals have long been associated with OFC dysfunction. Yet recent research 

has cast doubt on whether orbitofrontal cortex is ubiquitously necessary for reversal 

learning, particularly for multiple reversals or those that occur after the first established 

reversal (Jang et al., 2015; Kazama and Bachevalier, 2009; Keiflin et al., 2013; Panayi and 

Killcross, 2018; Rudebeck and Murray, 2011b; Schoenbaum et al., 2002). While cognitive 

map theory successfully explains why OFC would be required for reversals in general, it is 

not clear why this involvement would be highly variable or affected by prior experience; if 

the OFC keeps track of the latent states, then this function should be equally necessary each 

time a reversal is encountered. Thus impairments should be reliable and persistent.

Other results of OFC inactivation are also at odds with predictions of the cognitive map 

hypothesis, particularly in tasks where models must be used but OFC inactivation does not 

seem to have a strong effect. One example is the Daw two-step task (Daw et al., 2011). This 

task was explicitly designed to distinguish choices based on cached values of states versus 

choices reflecting a knowledge of a full model. A simplistic explanation of the design of the 

task is that subjects are presented with two options, each of which leads to additional states, 

with some probability of transition. These second-stage states are rewarded with different 

probabilities. If subjects use a cached-value system, they update the first stage states based 

on whether they were rewarded on a given trial. If subjects rely on a full model for their 

decisions, they should only change the value of the action taken in the terminal state, and 

choose the first stage options based on the probabilities of transitioning to the second stage 

state that lead to greater reward. Contrary to the predictions of the cognitive map hypothesis, 

OFC inactivation did not disrupt the ability of rats to use models to prospectively make 

decisions, and instead selectively affected their ability to use adjust the state-space model to 

incorporate the new values (Miller et al., 2018)l. This resulted in a trial-to-trial failure to 

update decisions after incorporating new information about the model. Interestingly this 

surprising result replicates effects of OFC manipulations in a probabilistic economic choice 

task in which similar learning-specific effects of OFC inactivation have been reported 

(Constantinople et al., 2019). Another study indicated similar importance of OFC in learning 

about hierarcichal states, but not for use of the hidden states – rats showed no deficits in 

reversals at the time of OFC inhibition, but were impaired on reversals the subsequent day 

when OFC was back online (Keiflin et al., 2013).

Similarly, we have found that OFC is not required for economic choices that are established, 

however it is required for economic choice when goods pairs are encountered together for 

the first time, even if the subjects are familiar with each of the options independently 

(Gardner et al., 2020). The study suggested that when confronted with options they have 

never chosen between, subjects adjust the feature space of the options as they become more 

familiar with the decisions. Inactivation of OFC disrupted the ability of rats to make 

refinements to the space and quickly reach a stable preference for the novel choices. 

Evidence of OFC encoding a putative feature space has been shown in humans 

(Constantinescu et al., 2016), and this encoding appears even for novel pairings of things 

that have been experienced separately before, providing a potential neural substrate for the 
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importance of OFC to this process (Barron et al., 2013). Although this concept of a feature 

space lies outside of the state space framework of reinforcement learning, the essence of it 

can be captured by the discrete state space framework of the cognitive map hypothesis. This 

feature-based space is consistent with other observations that OFC is important for keeping 

track of sensory-sensory associations.

Current OFC theories do not fully encapsulate all findings from causal 

studies

Each of the formal theories of orbitofrontal function considered within this review explain a 

considerable portion of the work on OFC function. And even when OFC might not be 

explicitly necessary for behavior, large proportions of individual neurons strongly encode 

information about task variables within many behavioral paradigms, information that would 

be relevant to each of the proposed accounts. Yet at the same time, each of the theories falls 

short of explaining all phenomena for which OFC is known to be necessary. In general, 

theories either ascribe more function to OFC than causal studies indicate, or they fail to 

capture evidence from other settings in which OFC is necessary. For instance, the theory that 

OFC encodes the economic value of goods to drive choice behavior suggests that OFC is 

required whenever a computation of expected utility is needed in order to compare options. 

It is clear from the evidence that this is not always true, particularly when decisions have 

become well-practiced, even though those decisions do seem to involve a process in which 

individual values are being integrated in real-time (Gardner et al., 2019). Further, it is not 

clear from this theory why OFC would be required for tasks that require tracking of sensory-

sensory associations such as sensory preconditioning, where OFC is required in the initial 

phase of sensory learning (Hart et al., 2020; Jones et al., 2012; Wang et al., 2020), identity 

unblocking (McDannald et al., 2014), or specific Pavlovian-to-instrumental transfer (PIT) 

(Lichtenberg et al., 2017; Ostlund and Balleine, 2007), where OFC seems to be necessary to 

learn or use specific outcome associations independent of value. If OFC is simply 

determining the value of options relevant at any given moment, why would it be needed for 

ascribing value to a stimulus when sensory features have been swapped with no changes in 

value?

Similar problems arise in evaluating the theory that OFC is required for credit assignment or 

that it represents the cognitive map used to guide behavior. Although credit assignment 

requires a well-defined state or action representation to which value can be attached, it is not 

clear why identity unblocking would occur in the RL framework in which this hypothesis is 

framed. The credit assignment hypothesis also fails to explain the many studies implicating 

OFC in inference in the absence of clear learning requirements, such as its importance in 

revaluation tasks, specific transfer, or for responding to preconditioned cues. By contrast, the 

cognitive map hypothesis does a much better job of explaining these results, while having 

difficulty explaining why OFC does not appear to be required for multiple reversals, 

decisions within the Daw Two-Step Task, or for acting on established preferences in 

economic choice tasks. If OFC is necessary for maintaining a pointer to the current latent 

state in the cognitive map underlying Pavlovian revaluation, why is it not similarly necessary 

for this operation in these other tasks?
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Orbitofrontal cortex and cognitive re-mapping

While it is not clear how to expand the economic choice or credit assignment hypotheses to 

fully account for these diverse data, it is possible to tweak the cognitive map hypothesis to 

explain the lack of necessity of OFC for well-practiced behaviors that nevertheless seem to 

require the use of internal models. This tweak involves the proposal that OFC is required not 

to support the use of cognitive maps but rather only for their formation and updating. 

According to this modest adjustment, different brain regions encode different maps or 

associations, and the OFC is primarily important for helping to adjust, accommodate, or 

make inferences within or between these extant maps (Figure 1). This change in the 

hypothesis could be considered similar to ideas that OFC is important for behavioral 

flexibility (Rolls, 1996), but incorporates this flexibility into a more formalized and 

established theory; it harks back to older ideas about prefrontal subdivisions being critical 

for domain-speciific working or scratchpad memory (Goldman-Rakic, 1987), but with the 

domain-specific function of the OFC being tied not to particular sensory domains or even 

affect but to the integration of the disparate associative information comprising distinct 

mapped learning episodes. In this regard, OFC would be crucial for appropriately combining 

such episodes to provide a scaffold for other brain regions to incorporate this information 

into a region-centric map, information perhaps not typically available to each individual 

area. In the framework of RL, this would consist of the formation of a new state, including 

hierarchical latent states proposed as OFC-critical in the cognitive map hypothesis, or a 

change in the state transitition structure specific to a particular brain region.

To understand how this change to the cognitive map hypothesis provides a stronger fit of the 

full array of experimental results, we can revisit the situations in which the cognitive map 

hypothesis, as it stands, has difficulty explaining observations. As mentioned above, the 

OFC is most important for the first reversal, if at all (Kazama and Bachevalier, 2009; Keiflin 

et al., 2013; Panayi and Killcross, 2018; Rudebeck and Murray, 2011b). Because the 

cognitive map hypothesis suggests that OFC keeps track of the different latent states that 

facilitate reversal learning (Wilson et al., 2014), it should be required to continually identify 

switches between states, thus it should be necessary for the first and subsequent reversals. If 

instead OFC is required for developing a new hierarchical state within another brain region 

or network, once the state has been fully formed, additional reversals would no longer 

require OFC. This would explain why first reversals would be most sensitive to OFC 

manipulations, as the new state would take longer to develop (or might not develop properly 

at all in some cases) with impairments to OFC. This would also explain why performance 

that appears to be model-based, such as in economic choice tasks and the two-step, does not 

depend on OFC at choice in well-practiced animals, while at the same time predicting that 

similar behaviors that require establishing or updating the model at the time of inactivation 

are dependent on OFC.

Of course, this modified proposal is also still consilient with the broad evidence that the 

OFC is important for learning and behavior in a host of paradigms that emphasize the 

integration of associative information acquired in different settings, such as specific PIT, 

unblocking, sensory preconditioning, and outcome revaluation (Hart et al., 2020; Howard et 

al., 2020; Izquierdo et al., 2004; Jones et al., 2012; Lichtenberg et al., 2017; McDannald et 
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al., 2014; McDannald et al., 2005; Ostlund and Balleine, 2007; Panayi and Killcross, 2018; 

Parkes et al., 2018; Wang et al., 2020). Importantly however, its involvement in these 

settings, according to this new model, differs from earlier theories in a way that gets at the 

heart of what this theory proposes as the function of OFC. Specifically, OFC’s role in these 

settings is not to support navigation within the current model (Figure 1, left), but rather it is 

to establish that model in the first place - or more typically to modify a existing models 

(Figure 1, right).

While generally not much emphasized, the need to modify an existing model is actually 

inherent in each of the iconic OFC-dependent settings enumerated above. This is because in 

each case, the critical OFC-dependent tests involve a new use of disparate models, formed in 

each prior stage of training and potentially within different networks. To take one example, 

in a Pavlovian conditioning paradigm, the network representing the learning of stimulus-

outcome associations is likely somewhat different from the network storing the outcome-

revaluation association. OFC would be required for making an inference during the 

extinction test because it allows these disparate episodes to be connected and formed into a 

single cohesive model. A similar logic can be applied for why the OFC is critical to 

responding to preconditioned cues in the final test phase of sensory preconditioning or to 

drive specific transfer in PIT. In fact, there already exists some evidence for this as OFC 

appears to be not necessary for learning in initial acquisition of either Pavlovian or 

instrumental behaviors, but is required for subsequent learning of associations, or updates, to 

an already existing model (Panayi and Killcross, 2020; Parkes et al., 2018).

Here it is worth noting that this reconceptualization (Figure 1, right) makes several novel 

predictions that differ from the current model (Figure 1, left), and which can be tested in 

these simple (and perhaps even in more complex) tasks. First, learning without the OFC 

likely would not be completely normal. Specifically such learning would presumably not be 

“mapped” appropriately and might not be capable of supporting model-based behavior later, 

even if the OFC is back online. Some evidence supporting this idea already exists in the 

finding that OFC inactivation during the initial sensory-sensory learning phase of 

preconditioning abolishes subsequent probe test behavior (Hart et al., 2020). Second, 

behavior that remains after OFC inactivation in probe tests in settings like revaluation or 

preconditioning would not be habitual but instead would simply be using an outdated model. 

While a subtle distinction from current thinking, this predicts that other brain regions 

involved in storing the models, such as DMS and DLPFC (Sharpe et al., 2019), would still 

be controlling these behaviors, something that could be shown experimentally. Third, if OFC 

is online during the probe tests in these simple tasks, then the new models should be 

established, at least partially, as they are deployed; this predicts that the OFC might not be 

necessary for model-based performance in subsequent test sessions.

This ability to connect similar representations also hints at OFC’s potential importance for 

developing learning sets, or representations of the generalized structures of similar tasks, to 

support faster learning of new situations compatible with these learned task structures 

(Behrens et al., 2018). In fact, OFC encodes cognitive maps more readily when confronted 

with new stimuli arranged in an already learned state space (Zhou et al., 2020), and it is 

necessary for use of a learned space when confronted with a new situation (Gardner et al., 
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2020). OFC’s importance for learning these generalized task structures would endow OFC 

with the ability to make inferential steps giving it a ‘leg up’ over other brain regions that 

putatively can encode a state space with hidden states.

Of course, we do not mean to draw an ironclad distinction here between situations where 

OFC is necessary and situations where it is not. It is likely that many situations do not 

clearly fall into one category or the other; in certain situations or tasks, perhaps where 

changes in the underlying cognitive map are especially dynamic or unstable, the contribution 

of the OFC would be continue to be required for what appears to be well-practiced behavior. 

In these settings, the novel proposed function would be indistinguishable from the existing 

cognitive map hypothesis. This would explain why in a limited number of cases, the OFC 

does appear to play an ongoing role when a behavior, arguably, should be well-learned 

(Noonan et al., 2010; Vertechi et al., 2019; Walton et al., 2010).

Conclusions

Here we have reviewed a number of currently dominant proposals to explain OFC function. 

Each can draw substantial support from correlative and, more importantly, causal studies; 

however each also fails to explain critical data from relatively recent studies. While the 

economic choice and credit assignment hypotheses seem hard to modify to fully capture 

these diverse data, the idea that the OFC supports the use of cognitive maps appears more 

robust. Specifically we have proposed that if the role of OFC is modified to focus on a role 

in supporting the formation or modification of existing maps, then this account largely 

explains the current evidence concering the key role of OFC in behavior. Critically this 

account also makes a number of predictions that could be readily tested.

In addition to these testable direct predictions, indirect support could also come from 

examining how the resultant cognitive maps are relayed to other brain regions. Such data 

would help confirm that OFC modifies the maps and it could also clarify details of how that 

happens. For instance, modification may occur secondary to OFC gaining behavioral control 

when inferences are required, thereby allowing state spaces to be learned about 

independently of anatomical connections, or it may occur indirectly, through a role for OFC 

in providing key information regarding the current state space to broadly signaling teaching 

mechanisms in the brain (Gardner et al., 2018b; Namboodiri et al., 2019; Takahashi et al., 

2011), or the OFC may provide direct input to downstream areas, including sensory regions, 

to reshape the maps (Banerjee et al., 2020). Such learning signals, whether direct or indirect, 

might be used as a template for learning of sensory-sensory associations, or state transition 

probabilities in other regions, including the possibility of sensory areas (Banerjee et al., 

2020; Bao et al., 2019; Liu et al., 2020). Further work discriminating more directly between 

these possibilities in experiments tracking state-specific neural representations would be of 

great interest.
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Figure 1: Illustration contrasting current (left) and proposed (right) model of OFC function in 
the probe test of the classic illness-based Pavlovian devaluation paradigm.
In the probe test, a conditioned stimulus is presented in isolation, without reward, following 

devaluation of its predicted reward by pairing with illness. Rats, monkeys, and humans 

reduce responding to the conditioned stimulus compared to control cues, and manipulations 

that affect OFC function in the probe test selectively disrupt this normal reduction in 

responding. The current model holds that this occurs because the OFC is necessary for 

representing the associative structure or cognitive map of the task, or for maintaining a 

pointer to the current location in this map; the proposed model is similar in that it implicates 

the OFC in mapping, however it holds that OFC allows maps already established of the 

disparate learning episodes to be knitted together, integrated, which is a prerequisite for their 

use to guide behavior in the probe test. Critically, however, the maps are located in networks 

(X, Y) that are functionally separate, at least in part, from OFC. Thus once knitted together, 

perhaps through formation of a new assimilated state Sfood
X , Sfood

Y Sfood
Z , static use of the 

integrated map does not depend on OFC. This predicts that subsequent performance after 

this probe test would be insensitive or less sensitive to OFC manipulations. It also predicts 

that OFC would potentially play a role in mapping episodes in earlier learning.
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