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a  b  s  t  r  a  c  t

COVID-19  has  brought  many  unfavorable  effects  on  humankind  and taken  away  many  lives.  Only  by
understanding  it more  profoundly  and  comprehensively  can it be  soundly  defeated.  This  paper  is  dedi-
cated  to studying  the  spatial-temporal  characteristics  of  the epidemic  development  at  the  provincial-level
in  mainland  China  and  the civic-level  in Hubei  Province.  Moreover,  a correlation  analysis  on  the possible
factors  that cause  the  spatial  differences  in  the  epidemic’s  degree  is  conducted.  After  completing  these
works,  three  different  methods  are  adopted  to fit  the  daily-change  tendencies  of  the  number  of  confirmed
cases in  mainland  China  and  Hubei  Province.  The  three  methods  are  the  Logical  Growth  Model  (LGM),
Polynomial  fitting,  and  Fully  Connected  Neural  Network  (FCNN).  The  analysis  results  on  the  spatial-
temporal  differences  and  their  influencing  factors  show  that: (1)  The  Chinese  government  has  contained
the  domestic  epidemic  in early  March  2020,  indicating  that the  number  of  newly  diagnosed  cases  has
almost  zero  increase  since  then.  (2) Throughout  the entire  mainland  of  China,  effective  manual  interven-
tion  measures  such  as  community  isolation  and  urban  isolation  have  significantly  weakened  the  influence
of the subconscious  factors  that  may  impact  the  spatial  differences  of  the  epidemic.  (3)  The  classification
results  based  on  the  number  of  confirmed  cases  also prove  the  effectiveness  of  the  isolation  measures

adopted  by  the  governments  at all levels  in China  from  another  aspect.  It is reflected  in  the  small  monthly
grade  changes  (even  no  change)  in the  provinces  of  mainland  China  and  the cities  in  Hubei Province  dur-
ing  the study  period.  Based  on  the  experimental  results  of curve-fitting  and  considering  the time  cost
and  goodness  of  fit  comprehensively,  the  Polynomial(Degree  = 18)  model  is recommended  in this  paper
for  fitting  the daily-change  tendency  of the  number  of  confirmed  cases.

©  2021  Institution  of Chemical  Engineers.  Published  by Elsevier  B.V. All  rights  reserved.
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1. Introduction

The coronavirus disease 2019 (COVID- 19) has spread world-
wide. The confirmed cases have successively appeared in more than
200 countries. COVID-19 affects people’s daily lives and the social
economy’s operation and makes many people lose their lives. It
is the common enemy of all humankind. As the first country that
reports COVID-19 to the United Nations and society, the Chinese
government and its people have made significant contributions

to the fight against COVID-19. The Chinese government has been
announcing worldwide the number of confirmed cases, new cases,
died cases, cured cases, and suspected cases, as well as the response
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easures it has taken, nearly in real-time (N. H. C. of the People’s
epublic of China, 2021). These measures enable people to know
he development and change of COVID-19 in China and provide
ecision supports and experience references for other countries to
ope with COVID-19. Also, due to the openness of the data, many
esearchers can carry out relevant researches on COVID-19.

In this paper, the data about the number of confirmed cases in
hina are obtained from the website of the National Health Com-
ission of the People’s Republic of China (N. H. C. of the People’s

epublic of China, 2021) to analyze the spatial-temporal char-
cteristics of the epidemic situation in China during the period
rom January 16, 2020, to July 31, 2020. After that, the possible
mpact indicators that cause regional differences in the number of

onfirmed cases are explored. Then the curve-fitting on the daily-
hange tendency of the number of confirmed cases is carried on.
his paper aims to understand the spatio-temporal differences of
he epidemic at both the provincial-level in mainland China and the

 reserved.
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civic-level in Hubei Province. It also proves to a certain extent that
the epidemic prevention measures adopted by the governments at
all levels in mainland China are effective.

2. Related work

Since the outbreak of COVID-19, researchers worldwide have
been carrying out a lot of research works on it. These researches
can be mainly divided into the following six categories: (1) to study
the impact of COVID-19 on human physical and mental health from
a biomedical perspective (Tsamakis et al., 2020; Xiong et al., 2020;
Pascoal et al., 2021); (2) to study the impact of COVID-19 on human
production, life, and social and economic development from a soci-
ological perspective (Takyi and Bentum-Ennin, 2020; Qian et al.,
2021; Shang et al., 2021; Beiderbeck et al., 2021; Jiang et al., 2021);
(3) to creatively propose new mathematical models or revise some
existing models based on relevant data for predicting and analyz-
ing the development of the epidemic in a specific area (Vianello
et al., 2021; Willis et al., 2021; Mun  and Geng, 2021; Al-qaness
et al., 2021; Manenti et al., 2020; Hu et al., 2020; Cao et al., 2020;
Mojjada et al., 2020; Yang et al., 2020); (4) to analyze the spatial-
temporal characteristics of the epidemic in a specific area (Lv and
Cheng, 2020; Feng et al., 2020); (5) to explore related factors which
may  affect the development of the epidemic (Hu et al., 2021); (6)
to evaluate the effects of different epidemic prevention measures
(Leung et al., 2020; Hasnain et al., 2020). In terms of the research
purpose and content, the third, the fourth, and the fifth categories
are more relevant to the work carried out in this paper.

To complement medical actions to contrast the spread of infec-
tions such as COVID-19, Vianello et al. (2021) have carried out some
significant works. They pointed out that tracing confirmed cases
and predicting the local contagion dynamics through early indi-
cators are crucial measures to a successful fight against emerging
infectious diseases (EID). Then, based on the publicly available raw
data on the spread of SARS-CoV-2 sourced from the database of the
Italian Civil Protection Department, they proposed a model-free
framework and applied Early Warning Detection Systems (EWDS)
techniques to detect changes in the territorial spread of infec-
tions in the very early stages of onset. Further, two distinct EWDS
approaches were adapted and applied to the current SARS-CoV-
2 outbreak by them. Their experimental results show that the
approaches can promptly generate warning signals and detect the
onset of an epidemic at early surveillance stages even if working
on the limited daily available, open-source data. Willis et al. (2021)
aimed to demonstrate the effectiveness of using parameter regres-
sion methods to calibrate a SIRD model for COVID-19. The effective
reproduction number response to NPIs (non-pharmaceutical inter-
ventions) is non-linear and variable in response rates, magnitude,
and direction. During the experiments, they exploited the sophisti-
cated parameter regression functionality of a commercial chemical
engineering simulator with piecewise continuous integration,
event and discontinuity management. Their main contribution is
developing a strategy for calibrating and validating a model rather
than presenting a fully optimized model or attempting to predict
the future course of the COVID-19 pandemic. Considering that the
assumption of the classic rate law central to the SIR compartmen-
tal models is not always true, Mun  and Geng (2021) designed a
modified mathematical model for non-first-order kinetics. Espe-
cially, they discuss two coefficients associated with the modified
epidemic model: transmission rate constant k and transmission
reaction order n. The experiments based on the observed data from

127 countries during the initial phase of the COVID-19 pandemic
have validated their model’s superiority because it can remove an
implicit assumption on reaction order in the classic SIR compart-
mental models to be more general, flexible, and accurate. Al-qaness
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t al. (2021) propose a new short-term forecasting model using
n enhanced version of the adaptive neuro-fuzzy inference system
ANFIS). An improved marine predators algorithm (MPA), called
haotic MPA  (CMPA), is applied to enhance the ANFIS and avoid
ts shortcomings. Manenti et al. (2020) pointed out that there are
nalogies between the pandemic infection of SARS-CoV-2 and the
ehavior of chemical reactors. Based on this point, they modeled
he virus spreading as a batch (i.e., an intrinsically dynamic chem-
cal reactor), providing a phenomenological interpretation of data
o monitor and predict the time evolution of the spreading process.
hanks to their studies, in reaction engineering terms, it is pos-
ible to distinguish four infection stages of epidemics/pandemics:
he starting stage (infection outbreak), the early stage (infection
ransmission), the mature stage (infection mitigation), and the final
tage (infection extinction). By the time they published this liter-
ture, the Hubei province has been in the final stage, while South
orea has just entered the mature stage. They claimed that each
hase’s kinetic parameters would be properly estimated once all
he data and the related convergence paths are collected. Especially,
he model is progressively improving the predictions every day to
upport all the countries affected by the SARS-CoV-2 pandemic to
ake decisions and organize supplies and human resources. Hu

t al. (2020) propose a dynamic growth rate model to analyze the
haracteristics and trends of the global outbreak of COVID-19. The
odel is derived based on the ordinary differential equation for

nfectious diseases, and its generality was  tested by using the epi-
emic data of COVID-19 in China. They utilize the model to predict
he inflection points of countries facing serious outbreaks and fore-
ast their future trends. Cao et al. (2020) established a COVID-19
EIR transmission dynamics model, which took transmission ability
n the latent period into consideration. Based on the epidemic data
f Hubei province from January 23, 2020, to February 24, 2020, they
tted the parameters of the newly established modified SEIR model.
ojjada et al. (2020) commit to demonstrating the ability to predict

he number of individuals affected by the COVID-19 as a potential
hreat to human beings by Machine Learning (ML) modeling. Their
ork shows that the Linear Regression (LR) effectively predicts new

orona cases, death numbers, and recovery. Yang et al. (2020) use a
odified susceptible-exposed-infected-removed (SEIR) epidemio-

ogical model that incorporates the domestic migration data before
nd after January 23 and the most recent COVID-19 epidemiological
ata to predict the epidemic progression. Further, they corroborate
heir model prediction using a machine-learning artificial intelli-
ence (AI) approach trained on the 2003 SARS coronavirus outbreak
ata. Lv and Cheng (2020) use Crystal Ball and GIS software to
xplore the spatial and temporal characteristics of COVID-19 from
anuary 25 to April 8 in Hubei Province, China, employing spatial
utocorrelation. Feng et al. (2020) compare transmission paths,
utbreaks timelines, and coping strategies of COVID-19 in China
nd the US based on the cumulative number of confirmed cases,
umber of confirmed cases per day, and cumulative number of
eaths. To clarify the correlation between temperature and the
OVID-19 pandemic in Hubei, Hu et al. (2021) collected daily newly
onfirmed COVID-19 cases and daily temperature for six cities in
ubei Province, assessed their correlations, and established regres-

ion models. They find that the government departments in areas
here temperatures range between −3.9 and 16.5 ◦C and rise grad-
ally must take more active measures to address the COVID-19
andemic.

In summary, researchers have carried out a lot of researches
n COVID-19 from different research perspectives. The significance
nd contributions of these researches must be affirmed sufficiently.

hey provide a basis for humans to better understand COVID-
9 and its impact, thus formulating more effective prevention
nd even cure measures. The Chinese government has success-
ully controlled COVID-19 in mainland China, and its people have
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Fig. 1. Usage of the d

resumed normal production, living, learning, and work. There-
fore, this paper only conducts the curve-fitting of the number of
confirmed cases based on its experimental data and does not fur-
ther use the obtained fitting functions to predict the number of
infections in the future. Unlike the existing work of analyzing the
spatio-temporal characteristics of COVID-19 in specific areas, this
paper explores the spatio-temporal characteristics of the epidemic
situation at two different levels (provincial-level and civic-level)
and tries to find out the correlation between the characteristics
got at the two different levels. In addition, unlike only analyz-
ing the correlation between the change of the epidemic situation
and a specific factor (such as temperature), this paper explores
the correlations among the spatio-temporal differences of the epi-
demic situation and the factors that people subconsciously think
are related.

3. Data and methods

The fundamental experimental data in this paper is the number
of confirmed cases in China. The data of each province in China can
be obtained from the website of the National Health Commission
of the People’s Republic of China (N. H. C. of the People’s Republic of
China, 2021). Similarly, the data of each city in Hubei Province can
be obtained from the website of the Health Commission of Hubei
Province (H. C. of Hubei Province, 2021). The data about the possible
indicators (Table 1), which may  impact the number of confirmed
cases in different regions, are collected from the statistical year-
books of the corresponding provinces, cities, and the whole country.
These statistical yearbooks were released in late November 2020.
All kinds of statistical data in these yearbooks are cumulative values
rather than real-time values.

The usage of the experimental data and the research contents
of this paper are shown in Fig. 1.

As shown in Fig. 1, the spatial-temporal differences in the num-
ber of confirmed cases at the provincial-level and civic-level are
analyzed. Besides that, the curve-fitting on the daily-change ten-
dencies of the number of confirmed cases in mainland China and
Hubei Province are performed.

3.1. Classification and evaluation
The Natural Breaks method is adopted to conduct the classifi-
cation work to discover and compare the distribution differences
of the number of confirmed cases in different regions more intu-
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d research contents.

tively. The Coefficient of Variation (CV) is used for evaluating the
hanges in the level of different regions in different months.

.1.1. Natural Breaks method
The Natural Breaks method (JGF, 1967) is a statistical classifica-

ion method based on the numerical statistical distribution. It can
aximize the differences among different classes.
There are some natural turning points and characteristic points

n any statistical series. These points can be used to divide the
esearch objects into groups with similar properties. Therefore, the
reakpoints themselves are good boundaries for classification. To
nd the breakpoints, it needs to calculate the value of GVF (Good-
ess of Variance Fit) according to Eq. (1).

SDCM =
k∑

j=1

1
Nj

Nj∑
i=1

(zij − zj)
2

SDAM = 1
N

N∑
i=1

(zi − z)2

GVF = 1 − SDMC

SDAM

(1)

In Eq. (1), k stands for the number of categories, zij denotes the
th element in the jth group, and zj represents the mean value of
ll elements in the jth group; N is the number of samples, zi is the
th element in the sample, and z is the mean value of all samples.
DAM and SDCM stand for the Sum of squared Deviations from the
rray Mean, and the Sum of squared Deviations about Class Mean,
espectively. Obviously, SDAM is a constant, while SDCM is related
o the classification number k, and GVF ∈ [0, 1].

GVF can be used to compare the classification effects
f different methods under the same number of classes
nd compare that of the same method under different
lassification numbers. Usually, the classification result cor-
esponding to the maximum GVF value will be selected.
uppose that, at this time, the statistical series is divided into
{z11, z12, . . .,  z1n1 }, {z21, z22, . . .,  z2n2 }, . . .,  {z(k−1)1, z(k−1)2, . . .

 z(k−1)nk−1
}, {zk1, zk2, . . .,  zknk

}}, where ni is the size of the ith cat-∑

gory and k

i=1 = N. Then, the elements z1n1 , z2n2 , . . .,  z(k−1)nk−1
an be viewed as the natural breakpoints of the original series. It
hould be noted that the index of each element in the classification
esult is exactly the same as that in the original series.
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Table  1
Eighteen indicators selected for correlation analysis.

Population related indicators Economy related indicators Gathering places related indicators

Total population size Gross Domestic Product Number of legal entities
Number of permanent residents Production value of primary industry Number of medical and health institutions
Number of employees at the end of the period Production value of secondary industry Number of industrial enterprises
Number of students at the end of 2019 Production value of the tertiary industry Number of schools

penditure of urban residents
Total number of medical institutions,
enterprises, and schoolspenditure of rural

Table 2
Activation functions.

Function Mathematical expression

Sigmoid f (z) = 1
1+e−z

tanh tanh(x) = ex−e−x

ex+e−x

ReLU Relu = max(0, x)

Leaky ReLU(PReLU) f (x) =
{

x x ≥ 0
˛x x < 0

ELU f (x) =
{

x x ≥ 0
˛(ex − 1) x < 0

Softsign f (x) = x
1+|x|
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Passenger traffic volume Per capita consumption ex
Passenger traffic turnover Per capita consumption ex

residentsPermanent population density

3.1.2. Coefficient of Variation (CV)
The CV is a statistic that measures the variation degree of each

observation in the data. It has no dimensions, making it possible
to compare the dispersion degree of two data sets objectively. Like
range, standard deviation, and variance, CV is an absolute value
reflecting the dispersion degree of data. The magnitude of its value
is affected by the dispersion degree and the average level of the
variable. Eq. (2) can be used to calculate the value of CV.

CV =

√∑n
i=1(xi − x)2

nx
(2)

In Eq. (2), xi ∈ X where X is the values of a specific property of an
object in different situations. x is the mean of all the elements in the
set X, while n is the number of elements in X. In general, the higher
the average level of the variable value, the larger the measurement
value of its dispersion. In statistical analysis, if the CV value of a
group of data is greater than 15% then the data may  be considered
as abnormal.

3.2. Curve-fitting method

In this paper, three kinds of methods are adopted to conduct
the curve-fitting. They are Logistic Growth Model (LGM), Polyno-
mial fitting method, and Fully Connected Neural Network (FCNN),
respectively. Further, the goodness of fit (R2) index is used to eval-
uate the fitting effect quantitatively.

3.2.1. Logistic Growth Model (LGM)
LGM is often used to model data from population, biological pop-

ulation growth, economic indicators, and other fields. Unlike the
exponential model, LGM will reduce the growth rate when it grows
to a particular stage until it reaches a specific maximum value. In
addition, it is widely used in complex system dynamics, such as
growth limits, social competition, and macroeconomic forecasting.
During SARS in 2003, some scholars used LGM to make predictions
(Huang et al., 2003; Ang, 2004). The mathematical expression of
LGM is shown as Eq. (3).

y = k

1 + e−a(x−b)
(3)

In Eq. (3), k is the upper limit of population size, while the value
of a reflects the growth rate. b is the inflection point where the
ascent speed reaches the highest and then slows down.

3.2.2. Polynomial fitting
Suppose the polynomial obtained by fitting is

f(x) = p0xn + p1xn−1 + p2xn−2 + p3xn−3 + · · · + pn, the difference
between the fitting function and the actual result could be
defined as loss =

∑n
i=1(yi − f (xi))

2.

The purpose of the polynomial fitting is to find a set of {p0, p1, . . .,

pn} to make the fitting result as consistent with the actual sample
data as possible. It also means minimizing the value of loss. The {p0,
p1, . . .,  pn} is the coefficients of each term in the polynomial f.

t
e
c
e
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SoftPlus f(x) = ln(1 + ex)
Maxout f (x) = max(wT

1 x + b1, wT
2 x + b2, . . ., wT

n x + bn)

.2.3. Fully Connected Neural Network (FCNN)
FCNN is a kind of neural network with one input layer, one out-

ut layer, and m (m ≥ 1) hidden layers. The neurons in the same
ayer are not connected with each other, while each neuron in the
revious layer is connected with all neurons in the next layer. The
tructure of FCNN is shown in Fig. 2.

In FCNN, all input information received by the neuron in the
revious hidden layer is processed by a linear integration and an
ctivation function. The processing result will be used as the input
f the neurons connected to it in the next hidden layer. In the same
ay, the information received by the neuron in the last hidden layer
ndergoes the same processing as the input of the neuron con-
ected to it in the output layer. Some commonly used activation

unctions are shown in Table 2.
If m > 2, the FCNN can be considered as a DNN (Deep Neural

etworks). The nonlinear fitting capability of DNN is powerful and
an fit almost any function.

.2.4. Fitting capacity estimate (R2)
The goodness of fit refers to how well the regression line fits the

bservations. The statistic that measures the goodness of fit is the
oefficient of determination (R2 ∈ [0, 1])), according to Eq. (4).

2 = 1 − RSS

TSS
= 1 −

∑m
i=1(ŷi − yi)

2

∑m
i=1(yi − y)2

(4)

Where RSS is the abbreviation of ‘Residual Sum of Squares’ while
SS is that of ‘Total Sum of Squares’. m is the number of samples,
hile yi and ŷi are the true output and predicted output of the ith

ample, respectively. y is the mean value of all yi(i = 1, 2, . . .,  m).  The
arger the value of R2, the better the fitting effect.

. Experiments and analysis

This section first analyzes COVID-19’s spatial-temporal char-
cteristics in China from January 16, 2020, to July 31, 2020, is
onducted. Then, the possible impact indicators that may  cause

hese spatial-temporal differences are explored. Finally, the fitting
ffects of the daily-change tendency of the number of confirmed
ases obtained using the three kinds of methods are compared and
valuated.
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Fig. 2. Fully Connected Neural Network.

cy of t

*

*

Fig. 3. The daily-change tenden

4.1. Temporal differences analysis

The actual change curves of the number of confirmed cases in
mainland China and Hubei Province over time are shown in Fig. 3(a)
and (b), respectively.

As the first city in China to report and appear the confirmed
cases, Wuhan city has taken many effective measures to control the
spread of the epidemic, such as sealing off the city from all outside
contact. These effective isolation and prevention measures make
the epidemic development and change tendency of Wuhan City
directly determine that of Hubei Province and the entire country.
The most direct evidence for this conclusion is that the correla-
tion coefficient of the two change curves in Fig. 3(a) and (b) is
approximately 99.78%.

The epidemic variations during the study period of this paper
can be divided into three stages.

* Early-stage of the epidemic (before January 22, 2020): During this
period, the local government did not do any intervention, and the
people lived normally. The number of infected people is small, so

the infection rate is much lower than that in the outbreak period.
In addition, as the people know very little about the virus, both
the confirmed rate and admission rate of hospitals at this stage
are lower.

295
he number of confirmed cases.

 Outbreak period (from January 23, 2020, to February 12, 2020):
The people have a certain understanding of the virus, but the
infection rate has risen to the highest because of the increase
in the number of infected people. At this stage, the local govern-
ment stepped up intervention to control population movement.
Especially, Wuhan city sealed off itself from all outside contact
to limit the spread of the epidemic on January 23, 2020. Besides
that, Huoshenshan, Leishenshan, and Fangcang shelter hospitals
were established to treat patients successively, increasing the
confirmed rate and admission rate. Huoshenshan hospital and
Leishenshan hospital were put into operation on February 3, 2020,
and February 6, 2020. Under the unified command and dispatch
of the Chinese government, the lower-level governments nation-
wide supported Hubei Province actively. They sent the residents’
daily necessities to Hubei Province and, more importantly, pro-
vided them numerous medical workers and medical supplies.

 Stable period (after February 13, 2020): During this period, the
number of confirmed cases first rose sharply, then the growth
slowed and gradually stagnated. Something that needs to be
explained is that the sharp increase is not caused by the out-of-
control of the epidemic but the revision of the confirmed rule

on February 13, 2020. Under the new rules, the data of clinical
diagnosis was included.
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4.2. Spatial differences analysis

This section analyzes the spatial differences among all the
provinces in mainland China and all the cities of Hubei Province.

4.2.1. Spatial differences at the provincial-level
The Natural Breaks method is adopted to conduct the classifica-

tion based on the number of confirmed cases of each province in
mainland China at the end of each month. The results are shown in
Fig. 4.

As depicted in Fig. 4, all the provinces are divided into six lev-
els. With the only exception represented by Wuhan, it is possible
to state that the core areas of the epidemic are first mainly located
in Hubei Province’s direct neighboring provinces (Henan, Anhui,
Zhejiang, Jiangxi, and Hunan Province) and one of its indirect neigh-
boring provinces (Guangdong Province). Then, due to the impact
of imported cases, the number of confirmed cases in Heilongjiang
Province and Beijing increased significantly and became high-risk
areas. To quantitatively evaluate and compare the changes in the
levels of each province in different months, the variation coeffi-
cients of each province are calculated. The results are shown in
Table 3. A smaller coefficient means minor volatility.

According to the classification results, most provinces have less
volatility in their grades, which is reflected in their small varia-
tion coefficients, and even 0. The reason for some provinces with
relatively higher variation coefficients, such as Shanxi Province,
Ningxia Province, Gansu Province, and Inner Mongolia, mainly
due to their confirmed number happen to be on the dividing line
between the nth level and the (n + 1)th level.

4.2.2. Spatial differences at the civic-level
The classification results based on the number of confirmed

cases of each city in Hubei Province at the end of each month are
shown in Fig. 5(a)–(g).

Geographically, the high-risk areas of the epidemic in Hubei
Province are mainly located in some northern cities with Wuhan
city as the center, such as Huanggang, Xiaogan, Ezhou, Suizhou, and
Xiangyang, and Jingzhou city in the south.

Since the number of cities in Hubei Province is small, the changes
in their classification results can be displayed intuitively and clearly
in the form of a picture. The classification results are directly pre-
sented in Fig. 6. Something that needs to be explained is that the
ordinate values in Fig. 6 correspond to the six levels in Fig. 5. A
smaller level number means fewer confirmed cases.

As seen in Fig. 6, the classification results of each city have basi-
cally not changed during the study period of this paper. It proves
to a certain extent the rationality and effectiveness of the central-
ized isolation, community isolation, and home isolation measures
adopted by local governments at all levels. These measures have
effectively curbed the spread of the epidemic across regions.

4.2.3. Possible impact indicators analysis
The following eighteen possible impact indicators (Table 1)

are selected for analyzing the correlation between them and the
number of confirmed cases in each region as of July 31, 2020.
Then, the correlation between the normalized number of confirmed
cases in each region and the raw data about each indicator after
normalization is analyzed. Besides that, this paper also analyzed
the correlation between the ranking results based on the num-
ber of confirmed cases and that based on the raw data about each
indicator. The normalization method used for the raw data is Min-
Max  Normalization, and the correlation analysis result is shown in

Table 4.

From Table 4 it can be argued that: (1) At the provincial-level,
the correlation between the normalized data about the number of
confirmed cases in each province and that of the eighteen indicators

Fig. 4. Classification results (provinces in Mainland China).
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Fig. 5. Classification results (cities in Hubei Province).
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Table  3
Levels and variation coefficients.

The numbers (1–6) correspond to the six levels in Fig. 4.
A  smaller level number means fewer confirmed cases.

 result

I
n
e
o

Fig. 6. Monthly classification

are very low and even negative. This result seems to be somewhat
contrary to people’s subconscious. Because people subconsciously
believe that the epidemic should be more severe in areas with a
larger population base, higher population density, more frequent

economic activities, and more numerous public places. (2) At the
provincial-level, there is a high correlation between the ranking
of the number of confirmed cases and that of most indicator data,
especially that of the indicators related to economic activities. (3)

r
p
t
e

298
s of cities in Hubei Province.

n terms of Hubei Province, there is a high correlation between the
ormalized data of the number of confirmed cases and that of the
ighteen indicators and between the ranking based on the number
f confirmed cases and that on most indicator data. (4) The analysis

esults for the cities in Hubei Province are more consistent with
eople’s potential understanding. Generally, the objective factors
hat people subconsciously think may  impact the severity of the
pidemic may  only be limited to specific regions but not universal.
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Table  4
Correlation analysis result.

Indicator Raw data
(provinces in
mainland China)

Ranking of raw
data (provinces in
mainland China)

Raw data (cities in
Hubei Province)

Ranking of raw
data (cities in
Hubei Province)

• Total population size 0.123 .631** .611** .667**
• Number of permanent residents 0.113 .655** .766** .684**
• Number of employees at the end of 2019 0.113 .652** .826** .588*
• Number of students at the end of 2019 0.060 .594** .884** .640**
• Passenger traffic volume 0.186 .639** 0.108 .561*
• Passenger traffic turnover 0.175 .654** 0.375 .566*
• Permanent population density −0.029 .591** .822** .515*

• Gross Domestic Product 0.126 .794** .948** .740**
• Production value of primary industry 0.203 .549** 0.314 .664**
• Production value of secondary industry 0.133 .728** .912** .716**
• Production value of tertiary industry 0.103 .779** .974** .716**
• Per capita consumption expenditure of urban residents −0.010 0.335 .751** 0.328
•  Per capita consumption expenditure of rural residents 0.108 .655** .516* 0.306
•  Number of legal entities 0.071 .735** .934** .613**

• Number of medical and health institutions 0.039 .469** .726** .561*
• Number of industrial enterprises 0.058 .717** .775** .789**
• Number of schools 0.044 .454* .723** .556*
• Total number of medical institutions, enterprises and schools 0.058 .721** .754** .605*

m

* Correlation is significant at the 0.05 level (two-tailed).
** Correlation is significant at the 0.01 level (two-tailed).

4.3. Curve-fitting on the daily-change tendency of the number of
confirmed cases

Logistic Growth Model (LGM), Polynomial fitting method, and
Fully Connected Neural Network (FCNN) are adopted to conduct
the curve-fitting. Further, to quantitatively evaluate their fitting
effects, the goodness of fit (R2) is used as an evaluation indicator.

4.3.1. Curve-fitting with LGM
The initial values of the parameters a and b are set to 0.8 and 20,

respectively. As long as a < 1 and b ≤ n where n is the total number
of records, the model will eventually converge. Given the effective
quarantine measures adopted in various places after the outbreak
of COVID-19, the upper limit of the number of confirmed cases is
set to the total population of the local area at the end of 2019. Thus,
the initial values of k are set to 59,170,000 and 1,393,444,300 for
Hubei Province and mainland China, respectively. Then, the Least
Square method is adopted to solve the parameters (k, a, and b) in
model fitting. The results are as follows:

[k, a, b]Hubei Province = [6.80112920e+04, 2.39021824e−01,
2.53400625e+01], R2 = 0.998014247506507
[k, a, b]Mainland China = [8.40794961e+04, 2.05637106e−01,
2.48323666e+01], R2 = 0.9945165287399441

Whether seen from the fitting effect (Fig. 7) or the values of R2,
it can be found that the fitting effect of LGM on the daily-change
tendency of the number of confirmed cases in Hubei Province is
better than that on mainland China.

4.3.2. Curve-fitting with polynomial
To make this method be comparable with the LGM, the exper-

iment in this section is devoted to obtaining the polynomial with
its R2 is approximated to that of the LGM. The polynomials cor-
responding to the different highest coefficients are fitted, and the
R2’s values in each case are calculated. The calculation results are

shown in Table 5.

From Table 5 it can be found that the R2’s value always
increases when Degree ≤ 18, and then decreases slightly. Although
the R2

Mainland China
’s value of Polynomial(Degree = 11) is approxi-

q
R

1
a
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Fig. 7. Curve-fitting with LGM.

ate to that obtained by the LGM, their R2
Hubei Province

’s values are

uite different. After comprehensive consideration of the value of
2
Mainland China

and R2
Hubei Province

, the ultimate value of Degree is set to
8. In this situation, the R2’s values of Polynomial(Degree = 18) are
pproximate to that obtained by the LGM. The coefficient vectors
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Table  5
R2 at different degrees.

Degree R2
Hubei Province

R2
Mainland China

1 0.400366599788 0.452853587813
2  0.749253285945 0.772317836082
3  0.911246372103 0.927012116056
4  0.939331443350 0.952318498027
5  0.940160055628 0.952334275190
6  0.958652593897 0.964814578369
7  0.979929919807 0.982065975157
8  0.987664329504 0.991004480261
9  0.987777548338 0.991527853218
10  0.989759781030 0.992636504842
11  0.993418679382 0.995346399411
12  0.995350466059 0.997015114885
13  0.995516142766 0.997197513532
14  0.995747335406 0.997295947490
15  0.996567222552 0.997746582029
16  0.997154468451 0.998111106709
17  0.997216150758 0.998166782229
18  0.997301524355 0.998211877454

t
p

a

(

19  0.997266019958 0.998194104144

Bold values indicate value decreases.

of the polynomials at this point are denoted as coffHubei Province and
coffMainland China, respectively. Their values are shown as follow:

coffHubei Province = [−4.42545158e−29, 7.77937554e−26,
−6.23444032e−23, 3.01223934e−20, −9.77294380e−18,
2.24263459e−15, −3.72907818e−13, 4.51451769e−11,
−3.91520035e−09, 2.30452026e−07, −7.68334612e−06,
−5.42396144e−06, 1.44692006e−02, −7.33550444e−01,
1.84152116e+01, −2.47610756e+02, 1.72385463e+03,
−5.23546704e+03, 4.72510098e+03]
coffMainland China = [−3.89744755e−29, 6.80077486e−26,
−5.40274975e−23, 2.58289771e−20, −8.26982005e−18,
1.86530921e−15, −3.02904962e−13, 3.53982227e−11,
−2.89191283e−09, 1.49845886e−07, −2.99393226e−06,
−2.00608200e−04, 1.99285238e−02, −8.21990448e−01,
1.88207932e+01, −2.38007353e+02, 1.60968786e+03,
−4.84194940e+03, 4.36718838e+03]

The fitting effects are shown in Fig. 8.
Whether seen from the fitting effect (Fig. 8) or the values of

R2 (Table 5) at the same Degree,  it can be found that the fitting
effect of Polynomial on the daily-change tendency of the number
of confirmed cases in mainland China is better than that on Hubei
Province.

4.3.3. Curve-fitting with FCNN
Three fully connected neural networks respectively with a sin-

gle hidden layer, double hidden layers, and three hidden layers
are constructed. Each hidden layer is composed of ten functional
neurons. The Sigmoid function is used as the activation function
between a previous hidden layer and the next hidden layer and
between the last hidden layer and the output layer. Similarly, to
make the different methods comparable, the value of R2 obtained
by the Polynomial fitting method is used as a benchmark to deter-
mine the number of iterations of the neural networks. The fitting
effects are shown in Fig. 9.

The fitting results can also explain to a certain extent that the
neural network can fit any function theoretically.
4.3.4. Comparison of the fitting effects of three fitting methods
The three kinds of methods on the data about mainland China

and Hubei Province are run ten times. For each time, their running
times and R2’s values are recorded. Finally, the average running m

300
Fig. 8. Curve-fitting with polynomial (Degree = 18).

ime and R2’value of each method on the experimental data of this
aper are calculated. The results are shown in Tables 6–9.

Comparing the three methods based on the values of time cost
nd R2 in Tables 5–9, the following conclusions can be drawn:

(i) A comprehensive comparison of Tables 5, 6, and 8 shows that
the LGM is better than the Polynomial models with Degree < 11
in accuracy.

(ii) It can be concluded from Tables 6 and 8 that the LGM
and the Polynomial(Degree = 18) exhibit comparable computa-
tional performances. The two  methods have time costs of the
same order of magnitude and very close accuracy. More specif-
ically, the time cost of the LGM (approximately 5 ms)  is slightly
higher than that of the Polynomial(Degree = 18) (approxi-
mately 1.3 ms). In terms of accuracy, the LGM is somewhat
superior to the Polynomial(Degree = 18) in the curve-fitting for
Hubei Province. However, in the curve-fitting for mainland
China, the Polynomial(Degree = 18) is marginally better. If one
of the two  methods has to be chosen for the fitting work, the
Polynomial(Degree = 18) is recommended in this paper, consid-
ering time cost and accuracy synthetically.

iii) A comprehensive comparison of Tables 6–9 shows that to
achieve a similar accuracy with Polynomial(Degree = 18), the
time cost of FCNN is at least 750 to 780 times that of the Poly-
nomial(Degree = 18). Furthermore, the time cost of the FCNN

increases with the increase of the number of hidden layers.

As mentioned in (ii), the Polynomial(Degree = 18) is recom-
ended to conduct the fitting work in this paper. When using the
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Fig. 9. Curve-fitting with FCNN.

Table 6
Time costs and R2’s values of the LGM and Polynomial(Degree = 18) (Mainland China).

Round Logistic Growth Model Polynomial(Degree = 18)

time cost (s) R2 time cost (s) R2

1 0.007000446320 0.994516528740 0.002000093460 0.998211877454
2  0.005000114441 0.994516528740 0.001000404358 0.998211877454
3  0.005000352859 0.994516528740 0.00099992752 0.998211877454
4  0.005000114441 0.994516528740 0.000999927521 0.998211877454
5  0.005000352859 0.994516528740 0.000999927521 0.998211877454
6  0.004000186920 0.994516528740 0.002000331879 0.998211877454
7  0.003999948502 0.994516528740 0.002000093460 0.998211877454
8  0.004000186920 0.994516528740 0.000999927521 0.998211877454

28740
28740
28740
9  0.004000186920 0.9945165
10  0.005000352859 0.9945165
Average 0.004800224304 0.9945165
Polynomial-fitting method, it is necessary to pay attention to the
under-fitting and over-fitting issues. The under-fitting issue is usu-
ally caused by too few feature dimensions or a simplistic model.

I
c
u

301
 0.001000165939 0.998211877454
 0.000999927521 0.998211877454

 0.001300072670 0.998211877454
t can be easily solved by adding feature items and increasing the
omplexity of the model. On the contrary, the over-fitting issue is
sually caused by too many feature dimensions, overly complex
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Table  7
Time costs and R2’s values of the FCNN with different hidden layers (Mainland China).

Round One hidden layer Two hidden layers Three hidden layers

time cost (s) R2 iterative times time cost (s) R2 iterative times time cost (s) R2 iterative times

1 0.873049736023 0.998115977847 46 2.730156183243 0.998123776566 42 5.782330989838 0.998176211076 35
2  0.520029783249 0.998261336223 31 5.827333211899 0.998109312727 93 7.618435859680 0.998167982277 55
3  1.316075325012 0.998123336764 70 3.434196233749 0.998159477010 54 10.238585710526 0.998151921756 74
4  1.064060926437 0.998132438293 59 2.165123939514 0.998143810067 33 4.346248388290 0.998566628118 30
5  2.139122247696 0.998258420245 89 4.045231342316 0.998155315391 61 8.343477249146 0.998142517572 55
6  1.111063480377 0.998138773732 61 4.061232328415 0.998392913280 56 4.971284627914 0.998194418996 36
7  0.607034921646 0.998246457218 34 2.532144784927 0.998315240227 37 5.767330169678 0.998131084304 40
8  0.796045780182 0.998340484412 49 5.296302795410 0.998196478370 76 5.898337364197 0.998178387774 42
9  0.195010900497 0.998828843522 12 3.125178575516 0.999021452499 50 7.244414329529 0.998173984094 51
10  1.143065214157 0.998292203336 60 1.753100156784 0.997977014455 28 8.095463037491 0.998139852421 55
Average 0.976455831528 0.998273827159 51 3.496999955177 0.998259479059 53 6.830590772629 0.998202298839 47

Table 8
Time costs and R2’s values of the LGM and Polynomial(Degree = 18) (Hubei Province).

Round Logistic Growth Model Polynomial(Degree = 18)

time cost (s) R2 time cost (s) R2

1 0.005000114441 0.998014247507 0.004000186920 0.997301524355
2  0.004000186920 0.998014247507 0.001000165939 0.997301524355
3  0.006000280380 0.998014247507 0.001000165939 0.997301524355
4  0.006000280380 0.998014247507 0.001000165939 0.997301524355
5  0.006000518799 0.998014247507 0.001000165939 0.997301524355
6  0.005000114441 0.998014247507 0.000999927521 0.997301524355
7  0.005000114441 0.998014247507 0.000999927521 0.997301524355
8  0.003000259399 0.998014247507 0.001000165939 0.997301524355
9  0.004000425339 0.998014247507 0.000999927521 0.997301524355
10  0.004000186920 0.998014247507 0.001000165939 0.997301524355
Average 0.004800248146 0.998014247507 0.001300096512 0.997301524355

Table 9
Time costs and R2’s values of the FCNN with different hidden layers (Hubei Province).

Round One hidden layer Two  hidden layers Three hidden layers

time cost (s) R2 iterative times time cost (s) R2 iterative times time cost (s) R2 iterative times

1 1.015058279037 0.997261077554 54 4.885279417038 0.997264302890 62 6.404366493225 0.997843871621 45
2  1.593091249466 0.997329635866 83 2.044116973877 0.997247814956 32 5.221298694611 0.997389485505 32
3  1.648094415665 0.997728075733 88 4.303246021271 0.997494009135 69 4.407252073288 0.997243617456 29
4  0.780044555664 0.997264757155 42 2.623149871826 0.997599630230 42 7.518430233002 0.997296620534 48
5  0.866049528122 0.997286638882 47 1.478084325790 0.997298756493 18 2.729156017303 0.997505670594 18
6  0.888050556183 0.997315886077 46 3.947225570679 0.997601446457 48 8.178467512131 0.997255979564 59
7  0.764043807983 0.997259507986 41 4.955283641815 0.997289058655 76 6.990399599075 0.997251829888 48
8  0.539030790329 0.997326885294 32 2.292131185532 0.997254575125 38 14.435825586319 0.997385497122 104

0.9972
0.9973
0.9973

c
a

5

l
i
(
e
p
e
s
a
1

9  1.111063480377 0.997489166385 62 3.241185426712 

10  0.898051261902 0.997503101089 49 2.978170394897 

Average 1.010257792473 0.997376473202 54 3.274787282944 

model assumptions, too many parameters, too little training data,
and too much noise. This issue will lead to instability and oscil-
lation in the profile. To solve this issue in the Polynomial-fitting,
some solutions can be considered: (1) to add training data sam-
ple; (2) to introduce regularization; (3) to use cross-validation; (4)
to make a more robust data regression using sigmoidal function
and assign different weights to different steady-state points; (5) to
evaluate the impact of polynomial fitting as a function of function
order; indeed, oscillations are not feasible once a stable condition is
reached; (6) to refer to some other model calibration methods, such
as (Willis et al., 2021). In terms of the fitting method and the amount
of experimental data adopted in this paper, introducing regulariza-
tion is preferred. The so-called ‘regularization’ introduces L1-norm
or L2-norm of the parameter vector into the original loss function.
The L1-norm and L2-norm are denoted as �||w|| and �

2 ||w||2, respec-
tively. Compared with the L1-norm, L2-norm is more popular. The

new loss-function with introduced L2-norm can be described as
lossnew(w) =

∑n
i=1(yi − f (xi))

2 + �
2 ||w||2. The vector w is the coeffi-

cients of each term in the polynomial f. Then, the over-fitting issue

s
S
o
r
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22436457 46 6.752386331558 0.997250216439 45
81075836 41 7.431424856186 0.997251588475 53
65310623 47 7.006900739670 0.997367437720 48

an be improved by adjusting the value of �. Lukas (2008) provides
n effective way  to get an appropriate value for �.

. Conclusions

COVID has caused many adverse effects on human production,
ife, and health, and even threatened human life. It is challeng-
ng to predict the trend of the COVID-19 epidemic accurately:
1) People’s understanding of this virus is not comprehensive
nough, and its variants continue to appear; (2) Although many
revention measures have been proven effective, it is difficult to
valuate the effectiveness of specific epidemic prevention mea-
ures quantitatively; (3) It is hard to achieve absolute isolation
mong individuals and among regions. In the battle against COVID-
9, human beings are still in the passive defense stage. However, it

hould be firmly believed that COVID-19 will be soundly defeated.
ince many researchers have been carrying out a lot of works
n it from different perspectives. Their hard work and significant
esearch achievements provide us with more and more profes-
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health interventions. J. Thorac. Dis. 12 (3), 165–174, http://dx.doi.org/10.21037/
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sional knowledge, effective prevention measures (e.g., Leung et al.,
2020), and excellent mathematical analysis or prevention models
(e.g., Vianello et al., 2021).

The research results in this paper prove to a certain extent the
effectiveness of the epidemic prevention measures adopted by the
governments at all levels in mainland China. The measures are
worth learning. It should be pointed out that it will be a more
scientific and accurate way to collect the data about the relevant
indicators in the same temporal interval with that about the num-
ber of the confirmed cases in this paper. However, the data about
the relevant indicators are not released in real-time on the offi-
cial websites of corresponding departments in mainland China.
Although many of these data are recorded in real-time or regu-
larly, only their owners or public security organizations have the
right to access them. As an alternative, this paper can only get them
from the statistical yearbooks.
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