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Abstract

Recent development of visible-light optical coherence tomography (vis-OCT) has introduced new 

applications for noninvasive spectroscopic imaging. However, the measured spectra may be altered 

by spectrally dependent roll-off (SDR). We formulated a mathematical model for SDR that 

accounted for nonuniform wavenumber spacing, optical aberrations, and misalignments in the 

spectrometer. We simulated SDR based on this model and found strong agreement with 

measurements from a vis-OCT system. We verified that SDR altered spectroscopic measurements 

of fully oxygenated blood. We corrected these alterations by normalizing each spectrally 

dependent A-line by the measured SDR of the spectrometer. Our investigations develop and verify 

a quantitative description of SDR critical for informing OCT spectrometer design, alignment, and 

spectroscopic measurements.

Optical coherence tomography (OCT) [1] uses low-coherence interferometry to depth-

resolve backscattered photons in biological tissue. Such capability enables noninvasive 

cross-sectional imaging at microscopic resolution. This has led to valuable clinical 

applications, particularly in the retina [2]. Visible-light OCT (vis-OCT) [3, 4] is an emerging 

OCT technology that uses the visible-light wavelength range to achieve ultrahigh axial 

resolution and perform spectroscopic analysis of tissue, such as measuring retinal blood 

vessel oxygen saturation (sO2) [5]. Presently, vis-OCT builds on spectral-domain OCT (SD-

OCT) technology to obtain structural and spectral information. SD-OCT uses a spectrometer 

to spatially disperse the interfered beam across multiple wavelengths and focus them onto a 

1D array camera. A Fourier transform (FT) of interference across the full spectral band 

enables reconstruction of ultrahigh-resolution structural information. Applying a Short-Time 

Fourier transform (STFT) across a series of sub-band windows enables extraction of depth-

resolved spectral information at an axial resolution trade-off.
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Accurate spectral measurements must account for spectral alterations not associated with 

light-tissue interaction. One potential source of spectral alteration is OCT signal roll-off [6], 

which is caused by low-pass filtering by the finite sampling elements of the spectrometer. 

Decay of the structural image with depth, which we refer to as full-spectrum roll-off (FSR), 

has been thoroughly investigated and modeled [7–10]. However, the spectral dependence of 

signal roll-off is not well understood although it has been well recognized [11–13]. We refer 

to this phenomenon as spectrally dependent roll-off (SDR). A quantitative description of 

SDR is critical for quantitative studies that use spectroscopic OCT.

In this Letter, we investigate the origins of SDR and its impacts on spectroscopic vis-OCT. 

For the first time, we establish an analytical model for SDR. Next, we introduce simulations 

to test our model using vis-OCT reconstruction software. Then, we measure the FSR and 

SDR of our vis-OCT system at different imaging depths. Finally, we investigate the 

influence of SDR on the measured spectrum of fully oxygenated blood and correct for the 

known SDR. These investigations build the foundation for understanding spectroscopic vis-

OCT and other OCT systems.

In SD-OCT, interference can be considered a function of wavenumber k = 2π/λ, where λ is 

wavelength, since the depth-resolved OCT signal is the Fourier transform of the k domain 

interference fringe. The interference fringe can be expressed as

S k = ∫
0

zmax
2 Ssamp k, z Sref k cos kz dz, (1)

where z is the round-trip depth of each collected photon from the sample; Ssamp(k,z) is the 

power spectrum of light back scattered at depth z; Sref(k) is the reference arm power 

spectrum; zmax is the maximum imaging depth. We neglect the DC and autocorrelation 

terms in Eq. 1 since they are removed after post-processing [14]. In SD-OCT, a grating-

based spectrometer spatially disperses S(k) across a 1-D detector array. The array contains 

pixels indexed j = 1,2,3,…,N, where N is number of pixels in the array. The width of each 

pixel is Δx. The dispersion of the spectrum in space closely follows the grating equation [8]. 

Here, we use the coordinate x to denote the spatial position of the dispersed interference 

spectrum, S(x). S(x) starts at x = 0 and ends at x = NΔx (neglecting the gap between pixels). 

The spectrometer’s impulse response is approximated by convolution of the two finite 

sampling elements

H x, j = G x, j ⊗ R x, j . (2)

The first convolution term represents the spatial distribution of the Gaussian beam with 

respect to the center of each pixel as

G x, j = 2 ln2
aj π exp −4ln2

x − j − 1 Δx − Δx
2

aj

2

, (3)
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Where aj is the full-width-at-half-maximum (FWHM) spot size of the beam at pixel j. Note 

that aj is assumed to be constant at a single pixel, but may vary across different pixels due to 

spectrometer optics aberrations or misalignments. The second term is the rectangular shape 

of each pixel’s integration surface,

R x, j = 1, j − 1 Δx − Δx
2 ≤ x ≤ j − 1 Δx + Δx

2
0, elsewℎere

. (4)

The fringe is measured by integrating S(x) about H(x,j) for each pixel at index j as

S j = ∑j = 1
N ∫

0

NΔx
S x H x, j dx . (5)

Eq. 5 represents sampling the convolution of the spectrometer’s finite elements at each pixel 

index. This can be written as

S j = S x ⊗ G x, j ⊗ R x, j Ω x, j , (6)

Where Ω(x,j) is Dirac’s comb of period Δx. Following interpolation of S[j] to linear k 
domain and taking the discrete Fourier transform (DFT), the 1D depth-resolved OCT signal 

(A-line) is expressed as

A i = DFT S j = S i G i R i ⊗ Ω i
= S i G i R i , (7)

Where i is the index of each sampled imaging depth, S[i], G[i], R[i], and Ω[i] are the DFT’s 

of the fringe, Gaussian beam, Rectangle, and Dirac’s comb functions, respectively. 

Convolution with Ω[i]is omitted at the end, as this term represents imaging depths outside of 

the Nyquist-limited imaging range. Only S[i] contains depth information from the sample. 

Thus, S[i] is modulated with depth by the term G[i]R[i], which is the FSR. The normalized 

FSR is

F i = exp − aeffi 2

4ln2 sinc Δxi , (8)

which is a low-pass filter that attenuates S[i] with depth. Spectrally varying spot size, aj, can 

be simplified an effective constant term across the wavelength range of interest, aeff [8]. 

Here, we found an explicit value, aeff = N
∑j = 1

N 1
aj2

, using the first terms of the Taylor series 

expansion of the Gaussian function.

We investigated the spectral dependence of the spectrometer’s sampling. In practice, x is 

highly linear in the λ domain according to the grating equation [8, 10]. However, S(k) (Eq. 

1) must be linearized in the k domain, creating a mismatch with the spectrometer’s 

sampling. Fig. 1a shows the wavelength-to-pixel mapping, λ[j]map, for a vis-OCT 
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spectrometer (Blizzard SR, Opticent Health, Evanston, IL). The spectrometer covers the 

wavelength range λ1=506 nm to λ2=613 nm, which is from 12.42 μm−1 to 10.25 μm−1 in 

the k domain, and has N = 2048 pixels. The spacing between the centers of adjacent pixels 

of the spectrometer in the k domain, Δk[j]map, is shown in Fig. 1b (red dashed line). The k 
spacing between pixels is not constant and monotonically decreases (approximately linearly) 

with the pixel index. In contrast, linear k domain mapping on an N-pixel array with a 

spectrum ranging from λ1 to λ2,

λ j k_lin =
2π
λ2

− 2π
λ1

N j, (9)

has constant k spacing of Δk j lin =
2pi
λ2

− 2pi
λ1

N . However, the mean values of Δk[j]map and 

Δk[j]lin are the same (green dot in Fig. 1b).

We illustrate sampling of S(x) in Fig. 1c. The top panel in Fig. 1c illustrates a 1D 

spectrometer pixel array (rectangles numbered from 1 to 2048) with optical focal spots 

(green and red circles). The solid blue sine wave (below the pixel array) represents a 

hypothetical S(x) with one frequency dispersed linearly with Δk[j]lin, while the red dashed 

sine wave (below pixel array) shows the same function dispersed linearly with Δk[j]map. The 

linear-in-k S(x) has a uniform frequency across the whole array. On the other hand, the non-

linear-in-k S(x) has a higher frequency than the linear-in-k counterpart at the beginning of 

the array (left, green circles, shorter wavelengths). This follows the sparser-than-mean 

(green dot in Fig. 1b) k spacing. Likewise, at the end of the array (right, red focal spots, 

longer wavelengths), the non-linear-in-k S(x) has a lower frequency than the linear-in-k 
counterpart. This follows denser-than-mean k spacing in Fig. 1b. Therefore, in general, an 

OCT spectrometer disperses S(x)at higher frequencies for shorter wavelengths and at lower 

frequencies for longer wavelengths. An equivalent representation of this effect is to scale the 

finite sampling elements, G(x,j) and R(x,j), by the k spacing of the spectrometer. Indeed, 

despite not changing their physical dimensions, the focal spots and pixels ‘expand’ and 

‘contract’ relative to the mean k spacing. We refer to the mean-normalized dimensionless 

version of Δk[j]map as Δk*[j]map Decomposing F[i] into spectrally-localized pixel range jstart 

to jend (and equivalent λstart to λend) yields the SDR

F i, Δj = exp −
aeff Δj Δkeff* Δj mapi  2

4ln2 × sinc ΔxΔkeff* Δj mapi , (10)

where Δj is the STFT range including all pixel indices in the range jstart to jend; aeff [Δj] is 

the effective spot size localized to Δj; and Δkeff* Δj map is the effective (by the same 

principle as aeff), mean-normalized k spacing localized toΔj. Both aeff [Δj] and Δkeff* Δj  are 

constants only across Δj. Since aeff [Δj] and Δkeff* Δj map vary with different Δj, different 

wavelengths will experience different low-pass filtering functions, thereby decaying the 

measured spectrum at different rates.
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We simulated SDR for the Blizzard SR spectrometer, where spectral analysis was performed 

from 523 nm to 591 nm. S(x) was a sine wave of varying frequencies, representing different 

imaging depths. We generated S(x) as a function of the measured Δk[j]map and upsampled it 

to simulate continuous space. We simulated the impulse responses of the spectrometer 

according to Eqs. 1–5 for a constant spot size aj = aeff = 8.8 μm and pixel width Δx = 10 μm. 

We calculated S[j] according to Eq. 5 and interpolated it from linear in k[j]map to linear in 

k[j]lin. Next, we took the DFT of the full spectrum with a Gaussian window and discrete 

STFT using 24 Gaussian-window sub-bands spaced equidistantly from 523 nm to 591 nm 

(12.01 μm−1 to 10.63 μm−1 in k space). Each sub-band had the same bandwidth (FWHM) of 

0.134 μm−1, corresponding to an 11-nm bandwidth for a sub-band centered at 556 nm.

The simulated SDR values for depths up to 1.1 mm are shown in Fig. 2a. Note that the SDR 

for shorter wavelengths are more rapid than for longer wavelengths. Furthermore, SDR for 

bands near the center of the spectrum follow the FSR (blue dots) closely. These trends are 

explained by the spectrometer’s Δk[j]map (Fig. 1b). The simulated SDR at 1 mm is plotted in 

Fig. 2b (red dashed line). SDR is −5.4 dB at 523 nm and −2.8 dB at 591 nm, a 2.6-dB 

difference between the two sub-bands.

We verified Eq. 10 by generating S(x) directly as a function of k[j]lin, rather than as a 

function of Δk[j]map. Then, we applied spectrally dependent scaling factor Δk*[j]map. The 

rest of the simulation was replicated, except for the interpolation step, as previously 

described. Identical results to the previous simulation were achieved (plotted as solid blue 

line in Fig. 2b).

Additionally, we simulated the influence of non-uniformly focused spot sizes (aj not 

constant) on SDR. We simulated spherical aberration influence on SDR by varying a[j] 
quadratically from 8.8 μm to 18.6 μm across the pixel array, with the minimum value at the 

central pixel of the array. The normalized roll-offs for depths up to 1.1 mm are plotted in 

Fig. 2c. Unlike in Fig. 2a, transition of SDR between shorter wavelengths (green) and longer 

wavelengths (orange) is less uniform. Shorter wavelengths decay more rapidly than longer 

wavelengths. Additionally, the FSR (blue dots) is biased more closely towards the longer 

wavelength sub-bands. SDR at 1 mm depth is illustrated in Fig. 2d. Here, SDR is −10.4 dB 

at 523 nm and − 4.3 dB at 591 nm, a 6.1-dB difference. Notably, SDR at 1-mm depth, shown 

in Fig. 2d (red dashed line), does not follow a perfectly quadratic shape centered at the 

central sub-band, as one might expect. Rather, it follows the multiplication of spectrally 

varying a[j], with k*[j]map, as predicted by Eq. 10.

We experimentally verified our simulation in the Blizzard SR spectrometer. Briefly, we 

aligned a mirror in the sample arm of a vis-OCT Michelson interferometer. The mirror was 

placed near the zero-delay position. The reference arm was tuned in ~ 40 μm increments to 

an imaging depth of 1.1 mm. For each depth, we recorded 5000 background spectra from the 

sample and reference arms, followed by 5000 interference fringes at 25 kHz acquisition rate. 

We subtracted and divided each fringe by its DC component and digitally compensated for 

dispersion mismatch. Following interpolation to the linear k domain, we took the DFT and 

discrete STFT, respectively, of the interference signal for each mirror position using the 

same bands described in the simulation. Each A-line was averaged 5000 times for each 
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recorded fringe. The experimentally measured SDRs shown in Figs. 3a and 3b follow a 

similar trend to our simulation for uniform spot sizes (Figs. 2a and 2b). SDR for shorter 

wavelengths (green) are more rapid than longer wavelengths (orange). SDR for sub-bands 

near the center of the full spectrum (yellow) follow the FSR (blue dots) closely. Measured 

SDR is −5.7 dB at 523 nm and −3.7 dB at 591 nm, showing a 2.0-dB difference. We noted 

that longer wavelengths decay more rapidly than the simulation for uniform spot sizes (e.g. 

−3.7 dB measured vs. −2.8 dB predicted at 591 nm), indicating that aeff [Δj] is larger of 

longer wavelengths. Potentially, a small tilt in the camera focal plane may have caused a 

defocusing for longer wavelengths. We investigated the influence of SDR on vis-OCT 

measured spectra of blood in glass tubes (100-μm inner diameter). Briefly, we oxygenated 

bovine blood (Sigma Aldrich, St. Louis, MO) with hematocrit 47 % to > 99% sO2 

(measured with Rapidlab 248, Siemens Healthcare Diagnostics, Malvern, PA) by exposing it 

to a constant stream of oxygen. Then, we secured the tube in a homemade well filled with 

immersion oil (refractive index = 1.52) at 300 μm below the oil surface. We coated the inner 

wall of the tube with a heparin-PBS solution to prevent blood clotting.

During imaging, we filled the tube with oxygenated blood and flowed it at ~0.03 mm/s to 

prevent clotting and sedimentation. An objective lens with a 39-mm effective focal length 

(LSM03-vis, Thorlabs) focused 1.25 mW of light onto the tube. We imaged the tube using a 

512 × 512 raster scan and adjusted the reference arm to acquire OCT-images with tube top 

wall positioned at 0.120 mm, 0.375 mm, 0.725 mm, and 1.025 mm from zero-delay position, 

respectively. Before processing of the fringes, we normalized by the DC spectrum and 

numerically compensated for dispersion mismatch. We applied STFTs to the normalized 

fringes to reconstruct a depth-resolved spectrum. For each image, we spatially averaged the 

spectra in the tube across 50 B-scans (~50,000 image pixels). Pixels were selected from the 

same location in the tube from each image to ensure a fair comparison.

The measured blood spectra at selected depths are plotted in Fig. 4a, alongside that of 

reported oxygenated hemoglobin [15]. The spectrum at 0.120 mm (blue solid line) closely 

matches the reported spectrum. However, increasing depth alters the measured spectra. 

Specifically, shorter wavelengths decay more rapidly than longer ones, consistent with Figs. 

2 & 3. We corrected this by dividing each sub-band A-line by measured SDR (Fig. 3). The 

measured SDR was fitted with a 4th order polynomial to extrapolate all depths. Fig. 4b 

shows the blood spectra at different depths after SDR correction. Comparing with Fig. 4a, all 

spectra have approximately same mean intensity and closely match the reported spectrum. 

Note that this correction does not increase the signal-to-noise-ratio of the spectrum.

In summary, we presented an analytical model that describes SDR as a function of the 

nonlinear k spacing in a grating-based spectrometer and nonuniform spot sizes on the 

detector array. We validated our model using numerical simulation. We measured SDR from 

a commercial vis-OCT spectrometer and found agreement with our simulation and model. 

Finally, we verified the influence of SDR on vis-OCT measured spectrum of oxygenated 

blood. Together, these results suggest that our model and simulation can better inform 

spectrometer design, diagnose misalignments, or enhance spectroscopic measurements. 

First, the predicted SDR for uniform spot sizes (Fig. 2a) can be an ideal target in the design 

or alignment process. Deviation from expected SDR can inform the nature of aberration or 

Rubinoff et al. Page 6

Opt Lett. Author manuscript; available in PMC 2021 June 11.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



misalignment. This approach is superior to simply minimizing the FSR, which does not 

contain spectrally dependent information. In another application, one may shape the laser 

spectrum for higher power at shorter wavelengths to ensure that signal-to-noise ratio (SNR) 

is comparable along all wavelengths. This can be especially useful in vis-OCT, where 

biological substances are highly attenuating. Finally, since k spacing varies more rapidly 

with λ for shorter wavelengths than longer ones, SDR is intrinsically more intense in vis-

OCT than NIR OCT, assuming similar bandwidths are used. Since SDR is associated with 

the multiplication of k*[j]map with the spot size on the pixel array, the influence of 

aberrations or misalignments on SDR are exaggerated in the visible-light spectral range. 

Therefore, careful spectrometer design and alignment is likely most critical for vis-OCT.

When imaging near the zero-delay is challenged, such as in human eyes due to motions and 

curvature [16], a correction using measured SDR must be applied. The correction is limited 

to depths with sufficiently high SNR. We believe that the best solution to minimize influence 

from SDR, especially in vis-OCT, is the hardware design. A linear-in-k spectrometer [10] or 

a linear-in-k swept-source [14] (presently only available in NIR) will largely remove the 

influences of SDR due to highly uniform k space sampling.
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Fig. 1. 
(a) Wavelength-to-pixel mapping (λ[j]map) in vis-OCT spectrometer; (b) k 
spacing(Δk[j]map) calculated from (λ[j]map) (red dashed line) in (a) and linear k spacing 

(k[j]lin, solid blue line) for the same wavelength range as λ[j]map. The green dot indicates 

the mean value of Δk[j]map coinciding with a constant k[j]lin; (c) Illustration of spectrometer 

pixel array (rectangles) and focal spots (green circles for shorter wavelengths [pixels 1–5] 

and red circles for longer wavelength [pixels 2044–2048]). The sine waves representing S(x) 

plotted as a function of Δk[j]map (red dashed line) and k[j]lin (solid blue line).
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Fig. 2. 
(a) Simulated FSR (blue dots) and SDR for uniform FWHM focal spot sizes incident on the 

pixel array. The color of each SDR curve reflects the central wavelength of the 

corresponding sub-band shown in the color bar. (b) SDR (red dashed line) and equivalent 

simulation (solid blue line) at 1-mm depth as a function of the central wavelength of each 

sub band (S(x) linear in Δk[j]map); (c) Simulated FSR (blue dots) and SDR for spot sizes 

varying quadratically with pixel index at an imaging depth up to 1.1 mm; (d) SDR (red 

dashed line) and equivalent simulation (solid blue line) at 1 mm imaging depth as a function 

of the central wavelength of each sub band (S(x) linear in Δk[j]lin).
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Fig. 3. 
(a) Measured FSR (blue dots) and SDR form a commercial vis-OCT spectrometer. The color 

of each SDR curve reflects the central wavelength of its sub band as shown by the color bar; 

(b) SDR at 1 mm imaging depth as a function of the central wavelength of each sub band.
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Fig. 4. 
(a) Comparing measured spectra (solid lines) of oxygenated blood at different depths with 

reported spectrum of oxygenated hemoglobin (red dotted line); (b) Spectra of oxygenated 

blood at different depths after SDR correction.
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