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We examine the role of overconfidence in news judgment using
two large nationally representative survey samples. First, we
show that three in four Americans overestimate their relative
ability to distinguish between legitimate and false news head-
lines; respondents place themselves 22 percentiles higher than
warranted on average. This overconfidence is, in turn, correlated
with consequential differences in real-world beliefs and behav-
ior. We show that overconfident individuals are more likely to
visit untrustworthy websites in behavioral data; to fail to suc-
cessfully distinguish between true and false claims about current
events in survey questions; and to report greater willingness to
like or share false content on social media, especially when it
is politically congenial. In all, these results paint a worrying pic-
ture: The individuals who are least equipped to identify false
news content are also the least aware of their own limitations
and, therefore, more susceptible to believing it and spreading
it further.

overconfidence | misinformation | social media

Concern about public susceptibility to false news is
widespread. However, though Americans believe confusion

caused by false news is extensive, relatively few indicate having
seen or shared it (1)—a discrepancy that suggests that members
of the public may not only have a hard time identifying false
news, but also fail to recognize their own deficiencies at doing
so (2–5). Such overconfidence may make individuals more likely
to inadvertently expose themselves to misinformation and to
participate in its spread. If people incorrectly see themselves
as highly skilled at identifying false news, they may unwittingly
be more likely to consume, believe, and share it, especially if it
conforms to their worldview.

Overconfidence plays a key role in shaping behavior, at least
in some domains (e.g., refs. 6–10). However, we know very lit-
tle about its potential role in the spread of false news. Even
basic descriptive data on the phenomenon of overconfidence in
news discernment (the ability to distinguish false from legitimate
news) are yet to be established. How pervasive is overconfi-
dence? Is overconfidence related to false news exposure? Are
overconfident individuals actually more likely to hold mispercep-
tions or share false stories? We currently lack answers to these
questions.

In this paper, we examine the relationship between perceived
and actual ability to distinguish between false and legitimate
information, drawing on a theoretical framework for under-
standing biased self-perception (4). In two large, nationally
representative samples (N =8, 285), respondents completed a
discernment task evaluating the accuracy of a series of head-
lines as they appear on Facebook. They were further asked to
rate their own abilities in discerning false news content relative
to others. We use these two measures to assess overconfi-
dence among respondents and how it is related to beliefs and
behaviors.

Our results paint a worrying picture. The vast majority of
respondents (about 90%) reported that they are above aver-

age in their ability to discern false and legitimate news head-
lines, meaning that many Americans substantially overesti-
mate their abilities. Accordingly, people’s self-perceptions are
only weakly correlated with actual performance. Further, using
data measuring respondents’ online behavior, we show that
those who overrate their ability more frequently visit websites
known to spread false or misleading news. These overcon-
fident respondents are also less able to distinguish between
true and false claims about current events and report higher
willingness to share false content, especially when it aligns
with their political predispositions. Although discernment abil-
ity is a strong predictor of these outcomes, an alternative
analysis using a “residualized” measure of overconfidence net
of actual ability also explains additional variance in these
behaviors.

In the next section, we review existing research on overcon-
fidence and how we expect it to operate for news discernment.
Materials and Methods describes our research design, includ-
ing a task assessing respondents’ news-discernment abilities.
Our results show that overconfidence is both common and
associated with a range of undesirable media-related behav-
iors. Although our design does not allow us to identify the
causal effect of overconfidence, these findings suggest that the
mismatch between one’s perceived ability to spot false stories
and people’s actual abilities may play an important and pre-
viously unrecognized role in the spread of false information
online.

Significance

Although Americans believe the confusion caused by false
news is extensive, relatively few indicate having seen or
shared it—a discrepancy suggesting that members of the pub-
lic may not only have a hard time identifying false news but
fail to recognize their own deficiencies at doing so. If peo-
ple incorrectly see themselves as highly skilled at identifying
false news, they may unwittingly participate in its circulation.
In this large-scale study, we show that not only is overcon-
fidence extensive, but it is also linked to both self-reported
and behavioral measures of false news website visits, engage-
ment, and belief. Our results suggest that overconfidence may
be a crucial factor for explaining how false and low-quality
information spreads via social media.
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Who Spreads False News? Which individuals are more likely to
engage with, believe, and spread dubious news? One body of
research emphasizes the role of partisan predispositions or moti-
vated reasoning in the assessment of news content (11) and
exposure to it and sharing of it (12, 13). A second literature
considers how improving individuals’ information evaluation and
digital literacy skills can reduce their vulnerability to false infor-
mation online (14, 15). Finally, other studies focus on the role
of purposeful reasoning processes in reducing individual vulner-
ability to misinformation. People who think more analytically or
are more deliberative in their evaluation of news claims rate false
news as less accurate (16, 17). Conversely, people who tend to
rely on emotion as they process information or wrongly claim
familiarity with nonexistent entities are more likely to see false
headlines as accurate (18, 19).

Our research builds on cognitive style accounts by examining
the disparity between people’s ability to spot false news and their
beliefs about their skill in doing so. This approach is intended
to assess the contribution of cognition as well as metacognition
to engagement behaviors. As we argue below, overconfidence
in one’s ability to distinguish between legitimate and false news
may help account for whether and how individuals engage with
false or dubious online content (e.g., liking or sharing). To put
the point more directly, some portion of the public is likely to
be especially vulnerable to false information precisely because
they do not realize that they are, in fact, vulnerable to false
information. As a result, these individuals may be more likely
to unknowingly consume, believe, and share false news.

The Dunning–Kruger Effect for News Discernment. Building on
prior studies of perceptual bias in self-assessments, we test for
a Dunning–Kruger effect (DKE) in false news discernment.
The DKE describes a general tendency of poor performers in
social and intellectual domains to be unaware of their own defi-
ciency (4). By contrast, the most competent performers slightly
underestimate their own ability relative to others due to a
form of false consensus effect in which they assume others are
performing more similarly to themselves than they really are
(20). This pattern arises whether researchers elicit comparative
self-evaluations (ratings of performance relative to peers) or
self-evaluations using absolute scales (5).

DKE research contends that poor performers suffer from a
double bind: Not only does a lack of expertise produce errors in
the first place, it also prevents recognition of these errors and
awareness of others’ capabilities. In studies of perception and
performance, people in the bottom quartile of performers have
tended to provide the most upwardly distorted self-perceptions.
For instance, Anson (21) finds that individuals who perform
worst on a quiz measuring basic political knowledge rate their
own performance the same or even better than high performers.

The reported overconfidence of underperformers is not erased
by financial or social incentives (6) and is corroborated by real-
world behavior [e.g., in (not) selecting insurance for examination
performance (7)]. These studies suggest that low performers
genuinely believe in their own abilities and are not simply mak-
ing face-saving expressions of self-worth. Further, past research
shows that overconfidence is more common when people have
reason to see themselves as knowledgeable or competent—i.e.,
if the subject is not arcane and is prevalent in everyday life (5).
Given its familiarity, judgments of news accuracy are likely to
fit the DKE pattern, as do knowledge about either politics (21)
or vaccines (22). We therefore propose the following research
question:∗

*We filed a preregistration for this project prior to accessing the data. We report a “pop-
ulated preanalysis plan” (23) that details our preregistered hypotheses and analysis plan
and identifies which main text findings are preregistered in SI Appendix E.

Research Question 1. To what extent will people who are
least accurate at distinguishing between legitimate and false
news overrate their ability to distinguish mainstream from false
news?

Importantly, the DKE predicts that low performers will not
recognize how poorly they performed in relative terms, not that
low performers will think they perform best. We therefore do
not expect that low performers will think that they are the
best at our task of distinguishing between legitimate and false
news. Instead, we will examine the extent to which poor per-
formers do not recognize that they are worse than most others
at the task.

Does Overconfidence Matter? Importantly, the DKE may have
downstream effects on behavior. Because overconfident individ-
uals fail to recognize their own poor performance, they are less
able to improve their domain-specific skills. For instance, several
studies find that overconfident individuals learn the least in class-
room settings (24).† We therefore expect that overconfidence in
news discernment will be associated with a variety of tenden-
cies including exposure to false news, belief in its accuracy, and
sharing it with others.

To begin, we expect a positive association between overcon-
fidence and visits to false news websites. The DKE implies
less ability to discern which news stories are false when an
individual is exposed (e.g., on a social media platform) com-
bined with lesser awareness of this discernment deficiency, which
would lead to greater incidental exposure to false news stories.
Similarly, overconfidence may be seen as a form of invulner-
ability bias in which assumed mastery leads people to feel
little need to take preventative actions (e.g., to be cautious or
engage in deliberate thinking about which sites one visits), which
may produce additional exposure to questionable media mes-
sages (28, 29). We therefore propose the following research
question:

Research Question 2. Is overconfidence in one’s ability to dis-
tinguish mainstream from false news positively related to false news
exposure?

In addition, overconfidence may make people less likely to
question a dubious news story’s veracity, as high confidence is
associated with less reflection (30, 31). As a result, people who
are overconfident may be more willing to accept false claims
and to engage with false content in the form of liking or shar-
ing these stories [similarly, recent work suggests that people
generally lack awareness of their susceptibility to inaccurate
“general knowledge” claims they come across when reading
works of fiction (32)]. Further, previous research indicates that
individuals are generally more likely to believe false claims
when they are consistent with their own prior political beliefs
(33). Therefore, we would expect that the relationship between
overconfidence and beliefs and engagement will be strongest
when the content involved aligns with respondents’ partisan
preferences.

Research Question 3. 1) Is overconfidence positively
related to holding misperceptions on specific topics? 2)
Is this relationship stronger when the claim is politically
congenial?

Research Question 4. 1) Is overconfidence positively related
to self-reported willingness to like or share false content?
2) Is this relationship stronger when the claim is politically
congenial?

†A related literature details the confidence with which individuals hold political misper-
ceptions (25–27). This works shows that many people are somewhat aware of their
ignorance, and, therefore, many misperceptions are not confidently held (27), and
these individuals are more likely than the confidently wrong to update their beliefs
in response to corrections (26).
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Fig. 1. Perceived false news detection ability for respondents grouped by actual performance. Notes: Gaps depict miscalibration between actual and
self-assessed percentile of performance for quartile groups based on actual performance with 95% CIs (note: CIs are smaller than the markers for actual
performance and thus not visible). Oct./Nov., N = 2,855; Nov./Dec., N = 4,150.

Results
We first describe the DKE in our data. We divide the sample
into four quartiles based on respondents’ actual performance in
our discernment task. For each of these four groups, we calculate
the mean score for both actual and perceived ability (percentiles
ranging from 1 to 100), which we present in Fig. 1. As expected,
actual performance closely tracks the idealized 45◦ line when
we plot the mean performance score in each quartile. How-
ever, for perceived ability, we see a much flatter line. Perceived
ability increases modestly across our measure of actual ability.
The mean self-reported percentile for individuals in the bottom
quartile in actual ability (i.e., the 1st to 25th percentile) is 63
in the October (Oct.)/November (Nov.) survey and 64 in the
Nov./December (Dec.) survey. This quantity rises to only 74 for
the top quartile in both surveys. In other words, those who are
in the bottom quartile in actual performance rate themselves as
being in about the 63rd/64th percentile, a vast overestimate of

their own performance. While those in the top quartile of actual
performance rate their perceived ability higher than those in the
bottom quartile do, they underestimate where they rank in actual
ability.‡

In general, performance is only weakly associated with per-
ceived ability (Oct./Nov., r = 0.08; Nov./Dec., r = 0.10), as shown
in SI Appendix, Fig. B3. Moreover, average self-reported per-
centile (69th) is well above 50 (one-sample t-test, P < 0.005),

‡Critics of DKE analyses like the one presented in Fig. 1 argue that it does not reflect the
proposed mechanism—metacognitive differences (i.e., perception accuracy) between
high and low performers—and is instead the result of systematic bias or measurement
error; e.g., regression to the mean and the better-than-average effect (34, 35). Pro-
posed alternative accounts of the DKE have led to vigorous theoretical and empirical
debates (5, 6, 36–41). Although no consensus has emerged, recent work suggests that
metacognitive differences, general biases in self-estimation, and statistical artifacts each
contribute to the DKE (41).
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Table 1. Overconfidence and news exposure (binary measures)

Oct./Nov. Nov./Dec. Pooled

False Mainstream False Mainstream False Mainstream

Overconfidence 0.0609** −0.0450 0.0003 −0.0007 0.0569*** −0.0415
(0.0231) (0.0505) (0.0003) (0.0006) (0.0186) (0.0411)

Constant −0.0815* 0.4645*** −0.0225 0.3735*** −0.0715* 0.4419***
(0.0354) (0.1010) (0.0498) (0.1199) (0.0298) (0.0799)

Control variables X X X X X X
R2 0.17 0.11 0.08 0.17 0.11 0.11
N 1,780 1,780 767 767 2,547 2,547

Cell entries are OLS coefficients estimated using survey weights. The overconfidence measure subtracts the
respondent’s actual percentile from their self-rated percentile and is rescaled to range from −1 to 1. False news
exposure is coded as one if the respondent visited any such domain and zero otherwise. Mainstream news
exposure is coded as one if the respondent visited any such domain and zero otherwise. All models include
controls for Democrat, Republican, college education, gender, non-White racial background, age, and media
diet slant. *P < .05, **P < .01, ***P < .005 (two-sided).

indicating that many people are overconfident. As Fig. 1 illus-
trates, this overconfidence is concentrated most heavily among
individuals in the bottom quartile. That is, the individuals whose
performance is objectively at the lowest level are the most
overconfident in their abilities.

In line with prior work, male respondents display more over-
confidence (7, 8, 42), and overconfidence is negatively associ-
ated with general political knowledge. There is no association
with age (43), despite age-based disparities in exposure to false
news (12, 13). Finally, Republicans are more overconfident than
Democrats (44), which is not surprising given the lower levels
of media trust they report (see SI Appendix C, which shows that
mass media trust and media affect are both negatively associated
with overconfidence). We report preregistered analyses regard-
ing demographics in greater depth in a separate manuscript (see
SI Appendix E for details).

False News Exposure. We next examine whether visits to false
news websites are associated with overconfidence. Building on
prior research examining the difference between subjective self-
perceptions and objective performance (8–10, 45, 46), we mea-
sure this concept as the difference between self-reported relative
performance and our objective measure of relative performance.
As Parker and Stone (47) argue, the difference score measure
we employ here is appropriate when the theoretical mechanism
of interest is overconfidence rather than self-assessed ability per
se (i.e., controlling for ability). We are interested in the miscal-
ibration between these components because the DKE relies on
the double bind of low ability paired with a lack of awareness.

We estimate ordinary least squares (OLS) models using binary
measures of false and mainstream news exposure for both sur-
veys (Oct./Nov. and Nov./Dec.). In each of these models, which
are estimated using survey weights, we include a set of standard
covariates as well as a measure of the ideological orientation of
respondents’ news diet. Finally, we rescale our measure of over-
confidence to range from −1 to 1 rather than from −100 to 100
to aid in interpretation. Results are shown in Table 1 and Fig. 2.
The baseline exposure rate to false news in the Oct./Nov. sur-
vey was 6.5%. We find that overconfidence is associated with
greater rates of exposure in that survey (β=0.06,SE =0.02,

P < .01). Specifically, respondents at the 95th percentile of over-
confidence were about 6 percentage points more likely to have
been exposed to false news in the postsurvey period than the
those at the 5th percentile, conditional on demographics. Simi-
larly, those at the maximum value of overconfidence were about
11 percentage points more likely to have been exposed than
those at the minimum. The relationship is not statistically sig-
nificant for the Nov./Dec. model, but the sample size for that

survey is significantly reduced (n =767). When we instead pool
the data, the results are nearly identical to the results for the
Oct./Nov. survey (see SI Appendix, Table F1 for results from logit
models, which are substantively identical). One concern is that
overconfident individuals may simply be more (or less) likely to
visit online news websites in general. To test for this, we also esti-
mate identical regressions with mainstream news exposure as the
dependent variable. We find that overconfidence is not associ-
ated with our binary measure of mainstream news exposure after
accounting for demographics.

Topical Misperceptions. Next, we examine the association
between overconfidence and ability to distinguish between true
and false claims about political events that were topical at the
time the surveys were fielded. Here we examine a mispercep-
tions battery from the October/November survey measuring
beliefs in claims related to Brett Kavanaugh’s Supreme Court
nomination. These regression models are again estimated using
survey weights and our set of standard covariates. We also again
rescale our measure of overconfidence to range from −1 to
1 rather than from −100 to 100 to aid in interpretation. The
main results of this analysis are shown in Table 2. The first
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Fig. 2. Overconfidence and news exposure. Notes: Predictive margins with
95% CIs, based on full model, all other variables held constant. The over-
confidence measure subtracts respondents’ actual percentile from their
self-rated percentile and is rescaled to range from −1 to 1. False news expo-
sure is coded as one if the respondent visited any such domain and zero
otherwise. Mainstream news exposure is coded as one if the respondent
visited any such domain and zero otherwise. Data come from the pooled
model (N = 2,547), which pools data from Oct./Nov. (N = 1780) and Nov./Dec.
(N = 767) surveys.
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column shows the results for the two false statements provided
to respondents. We include fixed effects for each statement
to account for their differing baseline levels of plausibility
and cluster at the respondent level to account for correlations
between their ratings across headlines. We find no main effect
of overconfidence on belief in these false claims in isolation (and
no evidence that this relationship is moderated by congeniality).
The second column, however, shows results for difference scores
(discernment), which subtract the perceived accuracy of false
claims from that of true claims. Higher discernment scores
reflect greater belief in true statements relative to false ones.
The negative coefficient (β=−0.37,SE =0.06,P < 0.005)
thus indicates that overconfidence is negatively associated with
discernment ability on these topical claims.

Self-Reported Engagement. We next turn to our measure of self-
reported engagement intention (intent to like or share a post
on social media). These regression models again include a set
of standard covariates, and we rescale our measure of overcon-
fidence to range from −1 to 1, rather than from −100 to 100, to
aid in interpretation. We use survey weights in all models. These
results are shown in Table 3. The first and third columns show
results at the headline level, where the outcome is a four-point
scale of intention to either share or like a false story. Overcon-
fidence has a clear positive relationship with liking or sharing
false stories (Research Question [RQ] 4.1). Moreover, this rela-
tionship varies as a function of partisan congeniality (RQ4.2).
Likewise, the second and fourth columns of Table 3 use the
average difference in engagement intention across true and false
headlines as a measure of discernment. The results show that
overconfidence is negatively related to discernment in which sto-
ries respondents would engage with. Overconfident individuals
are thus not merely more likely to engage with news content in
general, but instead are specifically more inclined to share false
stories versus mainstream ones relative to respondents who are
less overconfident.

Alternative Specifications. We construct our primary independent
variable above as: Overconfidence = (Perceived ability − Actual
ability). We view this measurement strategy as appropriate for
two reasons. First, this approach is consistent with how overcon-
fidence has been measured in related studies of its behavioral

Table 2. Overconfidence and topical misperceptions

False Difference score

Overconfidence 0.1123 −0.3667***
(0.0966) (0.0604)

Congeniality 0.8557***
(0.0475)

Overconfidence × −0.0390
congeniality (0.1296)

Constant 1.9550*** −0.2223*
(0.1056) (0.0932)

Control variables X X
Statement fixed effects X
R2 0.16 0.15
N (statement) 4,872
N (respondent) 2,444 2,904

Cell entries are OLS coefficients. Respondents rated the accuracy of four
statements regarding the Kavanaugh appointment on four-point scales. The
first model’s outcome variable is perceived accuracy of false statements only.
The second model’s outcome variable is the difference in the mean per-
ceived accuracy of true and false statements. The overconfidence measure
subtracts the respondent’s actual percentile from their self-rated percentile
and is rescaled to range from −1 to 1. Controls: Democrat, Republican, col-
lege education, gender, non-White racial background, and age. *P < 0.05;
***P < 0.005 (two-sided).

Table 3. Overconfidence and engagement intention

Oct./Nov. Nov./Dec.

False Diff. score False Diff. score
Overconfidence 0.6690*** −0.4051*** 0.7610*** −0.3984***

(0.0691) (0.0193) (0.0466) (0.0283)
Congeniality 0.1893*** 0.1902***

(0.0224) (0.0151)
Overconf × 0.2394*** 0.2692***

congenial (0.0721) (0.0511)
Constant 1.0620*** 0.0520 1.1020*** 0.0600

(0.0242) (0.0270) (0.0139) (0.0369)
Control variables X X X X
Headline fixed

effects X X
R2 0.11 0.15 0.13 0.13
N (headline) 10,194 14,720
N (respondent) 2,549 2,566 3,680 3,717

Cell entries are OLS coefficients. Dependent variables are based on self-
reported intention to “like” or “share” each of the articles in the headline
task on Facebook (four-point scales; 1 = not at all likely, 4 = very likely).
These questions are asked only of respondents who report using Facebook.
The first model’s outcome variable is engagement intent for false head-
lines only. The second model’s outcome variable is the difference in the
mean engagement intent for mainstream and false headlines. The over-
confidence measure subtracts the respondent’s actual percentile from their
self-rated percentile and is rescaled to range from −1 to 1. Controls: Demo-
crat, Republican, college education, gender, non-White racial background,
and age. ***P < .005 (two-sided). Diff., difference score.

effects (8–10, 45, 46). Second, and more importantly, our the-
ory is explicitly about the difference between perceived and
actual ability, and not about the independent role of either com-
ponent. Thus, the main regressions of interest are (broadly)
structured as:

yi = γ0 + γ1(Perceived ability−Actual ability)+ εi , [1]

where yi represents the outcome of interest and εi is our error
term.

We use this specification because we have no theoretical
expectations about the independent role of these predictors—
our theory is about the mismatch between actual and perceived
ability (47). However, it is still worthwhile to consider whether
one of these factors (perceived or actual ability) is responsible
for our results. In particular, it is important to try to isolate the
effects of perceived ability given prior findings showing that false
news belief and exposure are related to individual-level differ-
ences in analytical thinking skills and reasoning ability (13, 14,
16, 17).

We therefore consider two alternative model specifications
that seek to estimate the direct association between perceived
ability and our outcome measures independent of its relation-
ship to actual ability below. First, we attempt to “residualize”
perceived ability, an approach that has become standard in
personality and social psychology (48). Second, we disaggre-
gate the two components and include them independently in
a regression. (These approaches are mathematically quite sim-
ilar, but we include them both for the sake of completeness.§)
To account for the fact that these three approaches each have
unique weaknesses, recent work has suggested that all three be
employed (48).

§Indeed, the results would be identical if we used the full set of covariates from the
disaggregated regression in our residualization process.
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Residualizing Perceived Ability. We begin by following the strat-
egy outlined in Anderson et al. (49), which uses a residual-
ized measure of perceived ability. Specifically, we first fit the
regression

Perceivedi =Actuali + δi , [2]

where δi is the residual error term. Assuming this model is cor-
rect, we can then use the estimated residual error δ̂i as a measure
of perceived ability that is unrelated to actual ability. We then fit
a model such as

yi =β0 +β1δ̂i + εi , [3]

where β1 is intended to represent the independent relationship
between (residualized) perceived ability and the outcome.

With this residualization approach, we start with news expo-
sure in SI Appendix, Table F2. We find a positive correlation
between residualized perceived ability and exposure, but it is
only statistically significant for the pooled model (Oct./Nov.: β=
0.07, P > 0.05; Nov./Dec.: β=0.02, P > 0.05; pooled: β=0.06,
P < 0.05). This result differs from our primary analysis only
in that the coefficient for the Oct./Nov. survey is not statisti-
cally significant, though as in the primary analysis, it is similar
to the pooled coefficient. Turning to topical misperceptions,
SI Appendix, Table F3 shows that there is a significant inter-
action between residualized perceived ability and congeniality
(β=0.59, P < 0.05), indicating that overconfident individuals
are more likely to believe in false statements that are consis-
tent with their prior beliefs. This result is more favorable for
our theory than the one reported in the primary analysis. How-
ever, unlike the primary results, residualized perceived ability is
not significantly associated with decreased discernment between
true and false claims. Finally, SI Appendix, Table F4 shows that
residualized perceived ability is positively associated with liking
or sharing false stories (Oct./Nov.: β=0.33, P< 0.01; Nov./Dec.:
β=0.47, P< 0.005). These relationships are strongest for conge-
nial stories (Oct./Nov.: β=0.41, P < 0.005; Nov./Dec.: β=0.47,
P < 0.005). However, there is, again, no significant association
with discernment between mainstream and false news in either
wave (Oct./Nov.: β=−0.10, P > 0.05; Nov./Dec.:β=0.03, P >
0.05).

Disaggregating Overconfidence. Our second approach is to
include perceived and actual ability as two separate indepen-
dent variables in our model. Although our theory focuses on
overconfidence, one might expect the coefficient for perceived
ability to be positive and the coefficient for actual ability to
be negative for the outcome measures we consider. To illus-
trate this idea, we simulate data according to formulas that
assume a data-generating process in which overconfidence is
linearly associated with some outcome measure per our the-
ory (SI Appendix, Table F5). These results, which show that
perceived ability is positively associated with the outcome
and actual ability is negatively related to the outcome, sug-
gest that the disaggregation approach will provide the correct
conclusion.

However, it is important to emphasize a few important lim-
itations before presenting our disaggregated results. First, this
approach assumes that the component measures do not affect
one another, despite the fact that self-perception and perfor-
mance likely do so (5, 48). Second, this strategy is more difficult
to interpret because both coefficients relate to the theory of
interest. Increased perceived ability (controlling for actual abil-
ity) is an indicator for overconfidence, but so, too, is decreasing
actual ability (controlling for perceived ability). Interpreting
either coefficient in isolation with respect to our theory is there-
fore difficult, especially in more complex models [i.e., those that
include interaction terms; see Parker and Stone (47) for more
extensive discussion of this point]. Third, the simulated results
are based on the assumption of constant levels of measurement

error between the perceived and actual ability variables. If mea-
surement error varies between them, however, it may appear as
if only one of the two variables is important, despite the fact that
both are equally weighted in the true data generating process.
To illustrate this point, we conduct a version of the simulation
described above, but now add additional measurement error to
the observed perceived ability variable included in the disag-
gregated regression. We thus assume the same data-generating
process where overconfidence drives our results, but now add
differential measurement error for perceived ability. The results
in SI Appendix, Table F6 now show a null result for perceived
ability and a significant negative association with actual ability.
Researchers who failed to consider the possibility of differential
measurement error might mistakenly infer that it is only actual
ability that drives these results. This scenario seems empirically
plausible. A priori, we would not expect equal rates of mea-
surement error between these components. Specifically, actual
ability is measured via a series of 12 objective evaluation tasks
that are combined into an aggregate score. By contrast, per-
ceived ability is measured as the average of two self-assessment
survey items. Standard psychometric theory would suggest
higher rates of measurement error for the perceived ability
indicator.

With these caveats, we turn to our disaggregated results below.
First we re-examine RQ1, which predicts that overconfidence will
be related to differential rates of exposure to false news web-
sites. The disaggregated models are shown in SI Appendix, Table
F7. Consistent with the extrapolation from our theory described
above, the perceived and actual ability coefficients are signed in
opposite directions, but only the actual ability coefficients are
significant for the Oct./Nov (β=−0.06, P < 0.05) and pooled
samples (β=−0.06, P < 0.05) (perceived ability: Oct./Nov. β=
0.06, pooled β=0.05, both not significant). These results suggest
either that actual ability is more important than perceived abil-
ity or is measured with less error, per our discussion above. As
in the primary analysis, neither is significant for the Nov./Dec.
sample. Next, we turn to the topical misperceptions results (SI
Appendix, Table F8). In the primary analysis, we find no main
effects or interactions with congeniality, but do find a main effect
for the difference outcome. When we disaggregate, we do find
main effects for the actual ability measure in both analyses. The
interaction terms, however, tell a complicated story. There is
a positive significant interaction between perceived ability and
congeniality (β=0.62, P < 0.01), indicating that more overcon-
fident individuals are more likely to believe false claims that are
congenial to their prior beliefs. However, there is also a positive
significant coefficient for the interaction with actual ability (β=
0.26, P < 0.05), which suggests that overconfidence (decreased
actual ability controlling for perceived ability) increases belief in
false stories only when they are not congenial. Finally, we turn to
the results for engagement intentions (SI Appendix, Table F9).
For the headline-level analyses, the results again mirror the find-
ings in the primary analysis, with both the perceived ability and
actual ability coefficients being significant (but signed in oppo-
site directions). The interactions with headline congeniality are
also both significant and correctly signed. For the difference-
score analysis, the results are more mixed. The actual ability
coefficient is significant and positive for the Oct./Nov. sample
(β=0.60, P < 0.005) and the Nov./Dec. sample (β=0.61, P <
0.005). However, the perceived ability coefficient is not signifi-
cant for the Oct./Nov. sample (β=0.03, P > 0.05) and signifi-
cant, but incorrectly signed, for the Nov./Dec. analysis (β=0.19,
P < 0.005).

In all, these additional tests provide a somewhat mixed pic-
ture. While our results certainly show that not all results are
driven purely by the actual ability measure, some of the evi-
dence suggests that actual ability could be playing a crucial
role for some of our results. However, we cannot rule out the
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possibility that these differences are attributable to differen-
tial measurement error. In several cases, the point estimates
for perceived and actual ability are quite similar, and the main
differences in our inferences are the result of our estimates
of perceived ability being more imprecise (e.g., SI Appendix,
Table F7).

Discussion
We find that respondents tend to think they are better than
the average person at news discernment, and perceived abil-
ity is only weakly associated with actual ability, with the worst
performers also being the most overconfident. Importantly, over-
confidence is associated with a range of normatively troubling
outcomes, including visits to false news websites in online behav-
ior data. The overconfident also express greater willingness
to share false headlines and are less able to discern between
true and false statements about contemporaneous news events.
Notably, the overconfident are particularly susceptible to conge-
nial false news. These results suggest that overconfidence may be
a crucial factor for explaining how false and low-quality informa-
tion spreads via social media.¶ Many people are simply unaware
of their own vulnerability to misinformation. Targeting these
overconfident individuals could be an important step toward
reducing misinformation on social media sites, though how best
to do so remains an open question. Other research finds that
the behavioral effects of high confidence and weak performance
include resistance to help, training, and corrections (5, 26, 50).
An incorrect view of one’s ability to detect false news might
reduce the influence of new information about how to assess
media items’ credibility, as well as willingness to engage with
digital literacy programs. For this reason, it may be important
to better understand the roots of overconfidence, from demo-
graphics (51) to domain involvement (52) to social incentives
(49, 53), and how they apply in the case of perceptions of news
discernment.

These results should also be understood in the context of their
limitations. Most critically, our analyses are correlational and,
thus, face concerns about endogeneity. In this context, we have
specific ex ante reasons to suspect that the relationship between
overconfidence and our outcome measures is at least partially
endogenous. For instance, habitual exposure to false news might
lead to poorly calibrated estimates of one’s ability to detect
it, especially given the tendency for people to treat incoming
information as true and the subsequent effects this can have on
feelings of fluency (54). Overconfidence and false news engage-
ment could even mutually reinforce one another over time (55).
Future work must determine the extent to which overconfidence
plays a causal role in the behaviors with which we show it is
associated. One possible direction would be to experimentally
manipulate overconfidence by informing respondents about their
relative performance. Another approach might be to manipu-
late individuals’ self-perception by randomly assigning them a
competency score, although such a study would require careful
ethical consideration.

Beyond issues of endogeneity, it is important to carefully inter-
pret the associations we detect. Based on prior work regarding
the role of purposeful reasoning (16, 17) and literacy skills (14)
in individual vulnerability to misinformation, we would assume
discernment ability itself—from which our overconfidence mea-
sure is in part derived—drives engagement with this content.
Unsurprisingly, we find that people who are worse at discern-
ing between legitimate and false news in the context of a survey

¶SI Appendix C also explores whether and how overconfidence is related to trust
in the media. We show that overconfidence is negatively associated with trust in
the mainstream media, but positively associated with trust in information seen on
Facebook.

are worse at doing so in their browsing habits. Further, actual
ability is a stronger predictor than perceived ability, though the
effect sizes are similar; as noted, this discrepancy may be a reflec-
tion of greater measurement error in our measure of perceived
ability. However, our results also show that inflated perceptions
of ability are independently associated with engaging with misin-
formation, suggesting that perceived ability net of actual ability
may be a further source of vulnerability (i.e., an additional,
metacognitive component). Specifically, when residualized, per-
ceived ability net of actual ability is associated with dubious news
site exposure, misperceptions, and sharing intent. It is not our
goal here to argue that overconfidence supersedes ability itself
as the key predictor or cause of vulnerability to misinforma-
tion, nor do our findings support this interpretation. Indeed, our
results lend further support to work that shows ability deficits
are a serious issue in this domain. Further, because excess con-
fidence is associated with less reflection (30, 31), the ways that
discernment ability and overconfidence influence engagement
with dubious information may be linked. Ultimately, adjudi-
cating between these accounts would require further improve-
ments to the measurement of overconfidence, which remains a
complicated endeavor in all research contexts (5, 47, 48). We
rely on overconfidence as measured by the difference between
actual and self-assessed performance on a news-discernment
task. Future research should explore different approaches to
measuring overconfidence in this domain and assess how they
relate to who views, believes, and spreads false news content. In
particular, scholars should consider how to measure perceived
ability with more precision and/or seek to directly manipulate
these concepts in isolation to understand their independent
effects.

Finally, although we replicate our results in multiple sam-
ples, further efforts to demonstrate that the relationship we
observe holds in other contexts would be valuable. First, work
should validate these results with mobile data and with data
that allow us to observe actual sharing behavior in addi-
tion to self-reported sharing [although they appear to cor-
respond at least to some extent (56)]. Likewise, our data
come from the American context, though based on cross-
national findings regarding the pervasive nature of overconfi-
dence (57), it is reasonable to believe the outcomes are not
unique to the United States and may be even more worrisome
elsewhere.

Ultimately, our results provide evidence of an important
potential mechanism by which people may fall victim to mis-
information and disseminate it online using survey and behav-
ioral data from multiple large national samples. Understanding
overconfidence may be an important step toward better under-
standing the public’s vulnerability to false news and the steps we
should take to address it.

Materials and Methods
To answer our research questions, we draw on data from two two-wave
survey panels conducted by the survey company YouGov during and after
the 2018 US midterm elections, allowing us to replicate our analyses across
time and samples:

• A two-wave panel study fielded October 19–26 (wave 1; N = 3,378) and
October 30–November 6, 2018 (wave 2; N = 2,948);

• A two-wave panel study fielded November 20–December 27, 2018 (wave
1; N = 4,907) and December 14, 2018–January 3, 2019 (wave 2; N = 4,283).

Respondents were selected by YouGov’s matching and weighting algo-
rithm to approximate the demographic and political attributes of the US
population (SI Appendix A). Participants were ineligible to take part in more
than one study. Both surveys in this research were approved by the institu-
tional review boards of the University of Exeter, the University of Michigan,
Princeton University, and Washington University in St. Louis. All subjects
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gave informed consent to participate in each survey. The preanalysis plans
are available at https://osf.io/fr4k5 and https://osf.io/r2jvb.#

Measuring Discernment Ability: News Headline Rating Task. In each survey,
we asked respondents to evaluate the accuracy of a number of headlines
on a four-point scale ranging from “Not at all accurate” (1) to “Very accu-
rate” (4). The articles, all of which appeared during the 2018 midterms,
were published by actual mainstream and false news sources and were bal-
anced within each group in terms of their partisan congeniality. In total, we
selected four mainstream news articles that were congenial to Democrats
and four that were congenial to Republicans (each split between low- and
high-prominence sources) and two pro-Democrat and two pro-Republican
false news articles. We define high prominence mainstream sources as those
that more than 4 in 10 Americans reported recognizing in recent polling by
Pew (60). False news stories were verified as false by at least one third-party
fact-checking organization.‖ To the extent possible, we chose stories that
were balanced in their face validity. The complete listing of all stories tested
is provided in SI Appendix A.

The stories were formatted exactly as they appeared in the Facebook
news feed at the time the study was designed. This format replicated the
decision environment faced by everyday users, who frequently assess the
accuracy of news stories given only the content that appears in social media
feeds.∗∗ Respondents rated 12 stories provided in randomized order during
the second wave of each survey.††

We then calculated their measured ability to discern mainstream from
false news. We did this by taking the difference in the mean perceived
accuracy between true and false news headlines (i.e., mean perceived main-
stream news accuracy − mean perceived false news accuracy). We used a
difference score, rather than perceived accuracy of false news alone, to
account for respondents who may tend to rate all news as mostly accu-
rate (i.e., are highly credulous) or all news as mostly inaccurate (i.e., are
indiscriminately skeptical). This approach has been frequently used in past
studies (e.g., refs. 14 and 16).

SI Appendix, Table B1 shows descriptive statistics for the mean perceived
accuracy of mainstream and false headlines, as well as the difference score
in each wave. The results show that, on average, respondents did find main-
stream stories to be more credible. For instance, the average rating for
mainstream articles in the Oct./Nov. wave was 2.68, while it was 1.90 for
false headlines. Although these differences are statistically distinguishable,
the difference—our measure of discernment—is less than one point on the
four-point scale (0.78 for Oct./Nov. and 0.62 for Nov./Dec.). In other words,
respondents rated a mainstream headline as less than one point more accu-
rate on our four-point accuracy scale compared to false news headlines. The
ranges of values we observed for discernment are −1.5 to 2.88 in Oct./Nov.
and −1.38 to 2.75 in Nov./Dec. Although our inferences regarding overcon-
fidence are based on a relatively small number of news headlines (k = 12),
these headlines appear to be comparable to the large set of political head-
lines in Pennycook et al. (61) (k = 146). After rescaling all outcomes to range
from zero to one, the average accuracy rating for our mainstream headlines
was 0.67 and 0.66 in our two surveys, and the average rating for false head-
lines was 0.48/.50. These mean values are highly similar to Pennycook et al.,
who found an average rating of 0.63 for mainstream headlines and 0.49 for
false headlines.

With our discernment measure, we then then ordered respondents and
calculated their percentile. That is, each respondent was scored on a scale
ranging from 1 to 100 based on their performance, where a score of 1 means

#Participants received an orthogonal treatment related to media literacy in both surveys.
Due to a programming error, all respondents received the treatment in the Oct./Nov.
survey. The results of this study are reported in ref. 14. Other orthogonal studies
embedded in these surveys are reported in refs. 58 and 59.
‖Respondents also rated the accuracy of four hyperpartisan news headlines, which are

technically factual, but present slanted facts in a deceptive manner. We do not include
these articles in this analysis due to the inherent ambiguity as to whether they are
truthful. These headlines were included as part of a separate study reported in Guess
et al. (14).

**Due to Facebook’s native formatting, the visual appearance of the false article pre-
views differed somewhat from those of the mainstream articles—see SI Appendix, Figs.
A1 and A2.

††In each survey’s first wave, respondents were randomly assigned to evaluate one of
the two stories that fall into each of the six categories (e.g., pro-Republican false
news, pro-Democrat high-prominence mainstream news, etc.) for a total of six head-
line evaluations. In the second wave, respondents evaluated all 12 stories using the
same approach. We focus only on the wave 2 measures.

that 99% of respondents performed better and a score of 99 means that
they performed better than 99% of respondents. In the Oct./Nov. survey, the
25th percentile score for discernment was 0.38, the 50th was 0.88, the 75th
was 1.25, and the 99th was 2.38. Similarly, in Nov./Dec., the 25th percentile
discernment score was 0.13, the 50th was 0.63, the 75th was 1.00, and the
99th was 2.25.

Accuracy of Perceptions of Relative Ability (Overconfidence). After the
headline-rating task, we asked two questions in wave 2 of each survey
that directly measure differences in perceived ability to detect false news
compared to the public:

1. “How do you think you compare to other Americans in your general
ability to recognize news that is made up? Please respond using the
scale below, where 1 means you’re at the very bottom (worse than 99%
of people) and 100 means you’re at the very top (better than 99% of
people),”

2. “How do you think you compare to other Americans in how well you per-
formed in this study at recognizing news that is made up? Please respond
using the scale below, where 1 means you’re at the very bottom (worse
than 99% of people) and 100 means you’re at the very top (better than
99% of people).”

For each question, respondents could use a slider to indicate a number
between 1 and 100. These measures (“general ability”/“in this study”) are
highly correlated (r = 0.73 in both the Oct./Nov. 2018 and Nov./Dec. 2018
surveys), so we take their average as our measure of perceived relative abil-
ity. On the resulting scale, the mean self-assessed relative ability was in the
69th percentile for both surveys (Oct./Nov., M = 69.46, SD = 18.59; Nov./Dec.,
M = 69.43, SD = 17.8). In both surveys, fewer than 12% of respondents
placed themselves below the 50th percentile. The full distributions are
shown in SI Appendix, Fig. B1.

We then combine these variables to compute the overconfidence mea-
sure as the difference between people’s self-reported ability and their actual
performance. The result is a scale that can range from −100 to 100. We
show the distribution of overconfidence in SI Appendix B2. (SI Appendix,
Fig. B3 shows the fairly weak relationship between self-rating and actual
ability underlying the overconfidence measure.) In both surveys, 73% of
respondents were at least somewhat overconfident, with an average over-
confidence score of 21.76 in Oct./Nov. and 21.7 in Nov./Dec. (SD = 30.77 to
30.43), meaning that the average respondent placed themselves about 22
percentiles higher than their actual score warranted. About 20% of respon-
dents in each survey rated themselves 50 or more percentiles higher than
their discernment score warranted.

One potential concern is that our measure of overconfidence may be
driven by differences in people’s ability to recognize one type of sto-
ries rather than how well they can differentiate between them per se. SI
Appendix, Fig. B4 therefore disaggregates these components. The figure
shows that overconfident respondents perceived mainstream news as less
accurate than their counterparts and, to an even greater extent, perceived
false news as more accurate than their counterparts.

Outcomes and Behaviors of Interest. To answer RQ2–RQ4, we also create
measures of visits to false news websites, topical misperceptions, and self-
reported engagement intentions (sharing/liking). We describe our measures
for each in turn.

News Exposure Data. News exposure is measured using behavioral data on
respondents’ web visits collected unobtrusively with their informed con-
sent. Data are available from users’ laptop or desktop computers. Web visits
are collected anonymously with users’ permission through a mix of browser
plug-ins, proxies, and VPNs. The provider of these passive metering data is
the firm Reality Mine, whose technology underlies the YouGov Pulse panel
from which survey respondents were sampled. Our measures of news expo-
sure come from a period immediately following the survey. The lists we used
to code each type of media are below:

• Mainstream news visit: One of AOL, ABC News, CBSNews.com, CNN.com,
FiveThirtyEight, FoxNews.com, Huffington Post, MSN.com, NBCNews.com,
NYTimes.com, Politico, RealClearPolitics, Talking Points Memo, The
Weekly Standard, WashingtonPost.com, WSJ.com, or Wikipedia.

• False news visit: Any visit to one of the 673 domains identified as a false
news producer as of September 2018 (62), excluding those with print ver-
sions (including, but not limited to, Express, the British tabloid) and also
domains that were previously classified (63) as a source of hard news.
In addition, we exclude sites that predominantly feature user-generated
content (e.g., online bulletin boards) and political interest groups.

8 of 10 | PNAS
https://doi.org/10.1073/pnas.2019527118

Lyons et al.
Overconfidence in news judgments is associated with false news susceptibility

https://osf.io/fr4k5
https://osf.io/r2jvb
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2019527118/-/DCSupplemental
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2019527118/-/DCSupplemental
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2019527118/-/DCSupplemental
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2019527118/-/DCSupplemental
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2019527118/-/DCSupplemental
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2019527118/-/DCSupplemental
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2019527118/-/DCSupplemental
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2019527118/-/DCSupplemental
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2019527118/-/DCSupplemental
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2019527118/-/DCSupplemental
https://doi.org/10.1073/pnas.2019527118


PO
LI

TI
CA

L
SC

IE
N

CE
S

Duplicate visits to webpages were not counted if they were successive
(i.e., a page that was reloaded after first opening it). URLs were cleaned of
referrer information and other parameters before deduplication. [For more
details, see the processing steps described in Guess et al. (13).]

We first created a binary measure of whether respondents made one or
more visits to false news sites.‡‡ Our binary measure of false news expo-
sure is coded as one if the respondent visited any of the domains in our list
(Oct./Nov.: 7%; Nov./Dec.: 6%) and zero otherwise. We also created a binary
measure of mainstream news exposure that is coded as one if the respon-
dent visited any such domain in our list (Oct./Nov.: 60%; Nov./Dec.: 52%) and
zero otherwise. We use the latter measure to account for the possibility that
overconfident individuals may simply be more likely to be exposed to news
online.

In addition to false and mainstream news exposure, we also measure the
overall ideological slant of respondents’ total information diet, which we
divide into deciles from most liberal (decile 1) to most conservative (decile
10) using the method presented by Guess (64). We use this measure in our
analysis of news exposure to control for the general ideological orientation
of respondents’ news diets.

Importantly, not all respondents who were part of our survey chose to
provide behavioral data. Thus, our sample sizes using these data decrease,
especially in the Nov./Dec. wave, in which only 22% of respondents also
provided online traffic data (versus 63% in Oct./Nov.). The decline between
surveys reflects the lack of available respondents who 1) participated in the
YouGov Pulse panel and 2) did not participate in our earlier waves of data
collection. The result is that analyses using news-exposure data have less
power (we also consider pooled analyses across surveys for this reason).

Topical Misperceptions, Engagement, and Congeniality. In the Oct./Nov. sur-
vey, we included a battery of questions asking respondents about their
beliefs in specific claims related to the confirmation hearings for Justice
Brett Kavanaugh, which occurred shortly before the survey was fielded.§§

Respondents were shown two true and two false statements that they rated
on a four-point accuracy scale, ranging from “Not at all accurate” to “Very
accurate.”

These statements were balanced in terms of partisan orientation, so one
true and one false statement was congenial to Democrats and one true and
one false statement was congenial to Republicans. Both the true and false
statements were highly visible on social media during the hearings.¶¶ We
measured potential engagement (liking/sharing) with false news stories dur-
ing the headline-rating task. For each headline, respondents were asked to
self-report their intention to like or share each article (1 = not at all likely,

‡‡The distribution was highly skewed; 93 to 94% of respondents visited zero false news
sites, and the distribution among nonzero respondents had a long right tail (Oct./Nov.,
M = 0.43, SD = 3.24, min = 0, max = 75; Nov./Dec., M = 0.21, SD = 1.37, min = 0,
max = 25).

§§The confirmation hearings where Kavanaugh and Christine Blasey Ford testified took
place in late September 2018. The final Senate vote took place on October 6.

¶¶This battery was included in both waves of the Oct./Nov. survey. We focus only on
the wave 2 results as the first wave preceded our collection of the overconfidence
measure, but SI Appendix D shows that our results replicate fully when using the wave
1 topical misperception battery.

4 = very likely). This question was asked only of respondents who report
using Facebook.## It should be noted that perceived accuracy questions
appeared immediately before our sharing intent questions in the survey,
which may prime accuracy concerns among respondents and thereby alter
self-reported sharing behavior (65).

For both misperceptions and engagement, we analyze the data in two
ways. First, we create a difference score. For the topical misperceptions,
for instance, we subtracted the perceived accuracy of false statements
from the perceived accuracy of true statements to create a measure of
discernment. We calculated mean responses of intentions to like/share main-
stream stories, false stories, and the difference using an identical procedure.
Descriptive statistics for these measures are shown in SI Appendix, Table B1.

Finally, we also examine our results at the headline or statement level
using only false statements/headlines so that we can test whether the rela-
tionship between overconfidence and beliefs or behavior varies by partisan
congeniality. Congeniality is coded at the headline or statement level for
partisans to indicate that a story or statement is consistent with the respon-
dents’ partisan leanings (e.g., a Democrat evaluating a story that is favorable
to a Democrat). To determine the partisanship of respondents in the US sur-
vey, we used the standard two-question party-identification battery (which
includes leaners) to classify respondents as Democrats or Republicans.

Additional Covariates. Our statistical models include a series of standard
covariates, including dichotomous indicators of Democrat and Republi-
can party affiliation (including leaners), college education, gender, non-
White racial background, and dichotomous indicators of membership in
age groups (30–44, 45–59, and 60+; 18–29 is the omitted category).
Complete descriptions of all survey items and measures are included in
SI Appendix A.

Our October/November 2018 respondents are 57% female, 80% White,
median age 55, 37% hold a four-year college degree or higher, 49% identify
as Democrats (including leaners), and 34% identify as Republicans (includ-
ing leaners). Our November/December 2018 respondents are 55% female,
68% White, median age 50, 32% hold a 4-y college degree or higher, 46%
identify as Democrats (including leaners), and 36% identify as Republicans
(including leaners).

Data Availability. Data files and scripts necessary to replicate the results
in this article have been made available at the following Open Science
Framework repository (https://osf.io/xygwt/) (66).
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