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Abstract
Purpose  Electrocardiogram (ECG) is one of the most essential tools for detecting heart problems. Till today most of the ECG 
records are available in paper form. It can be challenging and time-consuming to manually assess the ECG paper records. 
Hence, automated diagnosis and analysis are possible if we digitize such paper ECG records.
Methods  The proposed work aims to convert ECG paper records into a 1-D signal and generate an accurate diagnosis of 
heart-related problems using deep learning. Camera-captured ECG images or scanned ECG paper records are used for the 
proposed work. Effective pre-processing techniques are used for the removal of shadow from the images. A deep learning 
model is used to get a threshold value that separates ECG signal from its background and after applying various image pro-
cessing techniques threshold ECG image gets converted into digital ECG. These digitized 1-D ECG signals are then passed 
to another deep learning model for the automated diagnosis of heart diseases into different classes such as ST-segment 
elevation myocardial infarction (STEMI), Left Bundle Branch Block (LBBB), Right Bundle Branch Block (RBBB), and 
T-wave abnormality.
Results  The accuracy of deep learning-based binarization is 97%. Further deep learning-based diagnosis approach of such 
digitized paper ECG records was having an accuracy of 94.4%.
Conclusions  The digitized ECG signals can be useful to various research organizations because the trends in heart problems 
can be determined and diagnosed from preserved paper ECG records. This approach can be easily implemented in areas 
where such expertise is not available.
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1  Introduction

Digital technologies have revolutionalized signal analysis 
and automated diagnosis. It is essential to convert bio-
medical signals, such as electro-myogram (EMG), electro-
cardiograms (ECG), and electro-encephalograms (EEG) 
into digital form, for such computerized investigations. 
Digitized signals have advantages, such as security, easy to 
store, transmit, and retrieve. In this manuscript, we focus on 
ECG digitization and automated diagnosis using it. A doctor 
checks a patient’s ECG data to determine the heart-related 
problems of the patient. The data can be extracted from these 
records, and a doctor can diagnose whether the person has a 

heart problem or had faced any complications in the past. All 
these things can be automated when all the ECG signals are 
in digital format. The ECG signal is a plot of voltage on the 
Y-axis against time on the X-axis. Once the ECG machine 
is on, it begins to record the activity of the heart, and data is 
presented as a zigzag graph that the doctors evaluate. If we 
digitize ECG paper records then mathematical operations 
can be done using them. We can pre-filter, remove the excess 
noise, and feed it to the featured deep learning network. 
Nowadays, digital ECG recorders are available, wherein the 
data is stored on a compact disk (CD) as a picture file but 
they are extremely expensive. Hence, the traditional ECG 
recorders that give a print on the graph paper are widely 
used. ECG monitors are used too which do not store the data. 
We aim to make ECG diagnosis available to common people 
so that just by clicking the photo of a paper ECG record on 
their smartphone, the patient should able to get a diagnosis 
report without personally going to the doctor.
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Several studies and research work have been reported in 
the literature for ECG digitization and conversion of ECG 
paper records to 1-D signals. Binarization from degraded 
document images is studied by Biswas et al. [1]. A fine 
image is produced in the end by blurring the degraded 
images using a gaussian filter. Another technique of binari-
zation of degraded images through contrasting, was carried 
out by Su et al. [2]. A contrast map was first constructed and 
then binarized. This binary image was then combined with 
Canny’s edge map to identify the text stroke edge pixels. 
Sauvola et al. [3] worked on image binarization by consid-
ering the page as a collection of subcomponents such as 
text, background, and picture. Two algorithms were applied 
to determine a local threshold for each pixel. Swamy et al. 
[4] proposed an algorithm for the existing ECG paper trace 
to digital time series with adaptive and image processing 
techniques. Also, the proposed technique was enhanced to 
calculate the heart rate from the obtained time series with 
an accuracy of 95%.

The importance of digitalization was studied and Malla-
waarachchi et al. [5] proposed several tools for ECG extrac-
tion while maintaining a minimum user involvement require-
ment. The proposed method was tested on data of 550 trace 
snippets and comparative analysis showed an average accu-
racy of 96%. Waits et al. [6] mainly focused on the prob-
lems caused by the degraded ECG records. They developed 
a method called perceptual spectral centroid for solving this 
problem by correctly predicting the ECG signal with good 
accuracy. Mitra et al. [7] studied the automated data extrac-
tion system for converting ECG paper records to digital 
time databases. They performed the Fourier transform of 
the generated database and saw its response properties for 
every ECG signal. The process for binarizing and enhancing 
degraded documents was done by Gatos et al. [8]. It could 
deal with degradations that occur due to shadows, non-
uniform illumination, low contrast, large signal-dependent 
noise, smear, and strain.

The degradation of ECG records and inefficiency in 
storing previous records was studied by Rupali et al. [9]. 
The authors have used the entropy-based bit plane slicing 
(EBPS) algorithm for extracting digital ECG records from 
the degraded ECG paper. The proposed method could also 
help in retrospective cardiovascular analysis. Jayaraman 
et al. [10] designed a technique for ECG morphology inter-
pretation and arrhythmia detection based on time series. In 
this method, binarization of images was done through image 
processing and data acquisition. A conversion of ECG signal 
from ECG strips or papers was done by Kumar et al. [11]. 
The ECG strips are scanned and then using MATLAB, the 
data was obtained for the ECG taken from Indian patients, 
with an accuracy of 99%.

Damodaran et al. [12] suggested the extraction of ECG 
morphological features from ECG paper. The algorithm 

evaluated 25 patient’s ECG data from 12-lead ECG equip-
ment and further enhanced the accuracy of the heart rate 
signal. The authors achieved an accuracy of 99%. A method 
based on K-means was proposed by Shi et  al. [13] to 
extract ECG data from paper recordings of 105 patients. 
The recordings had different degradations and the precision 
rate of the approach was 99%. Chebil et al. [14] proposed 
some improvements to the existing digitization process by 
selecting appropriate image resolution during scanning and 
using neighborhood and median approach for the extrac-
tion and digitization of the ECG waveform. Badilini et al. 
[15] described an image processing engine that first detects 
the underlying grid and then extrapolates the ECG wave-
forms using a technique based on active contour modeling. 
Ravichandran et al. [16] designed a MATLAB-based tool 
to convert ECG information from paper charts into digital 
ECG signals. The conversion was performed by detecting 
the graphical grid on ECG charts using grayscale threshold-
ing. After that, the ECG signal was digitized based on its 
contour and a template-based optical character recognition 
was used to extract patient demographic information from 
the paper records.

Sao et al. [17] analyzed and classified an ECG signal 
using various artificial neural network (ANN) algorithms. 
They compared all the algorithms with one another to clas-
sify 12 Lead ECGs according to the disease. Lyon et al. [18] 
reviewed the different computational methods used for ECG 
analysis, mainly focusing on machine learning and 3D com-
puter simulations, their accuracy, clinical implications, and 
contributions to medical advances. A survey on the current 
state-of-the-art methods of ECG-based automated abnor-
malities heartbeat classification was done by Luz et al. [19]. 
The ECG signal pre-processing, the heartbeat segmentation 
techniques, the feature description methods, and the learning 
algorithms used were compared in the literature.

A Deep Neural Network (DNN) for the classification of 
the heartbeat was done by Sannino et al. [20] using Ten-
sor Flow and Google deep learning library. Deep learning 
techniques have been implemented in the diagnosis of car-
diac arrhythmia using ECG signals with minimal possible 
data pre-processing by Swapna et al. [21]. An end-to-end 
approach for addressing QRS complex detection and meas-
urement of Electrocardiograph (ECG) paper using convolu-
tional neural networks (CNNs) was done by Yu et al. [22]. 
An algorithm to extract ECG signals automatically from 
scanned 12 lead ECG paper recordings by operations includ-
ing edge detection, image binarization, and skew correction 
was designed by Sun et al. [23].

As shown in Fig. 1, first we convert 12 lead paper ECG 
record, which is generally available in hospitals to a single 
lead. This single-lead ECG signal goes through a pre-process-
ing phase for image enhancement. In pre-processing, shadow 
removal is also done for camera-captured images. Then by 
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brute force technique, we check the threshold value and plot 
a characteristic curve (graphical plot of level of binarization 
(LOB) and normalized sum (NS)) for each grey value from 0 
to 255. Then the signal is fed to the ML model that was trained 
using the characteristic curves and corresponding threshold 
values to predict the threshold values automatically. On getting 
the threshold value from the DL model, a binarized image of a 
single lead paper ECG record is obtained where only the ECG 
signal is preserved and the background grid is removed. This 
image further goes through the post-processing phase, where 
the ECG lead names (e.g. v1, avf, etc.) are removed and the 
broken ECG signal is converted into a continuous ECG sig-
nal if required. Dilation and skeletonization are done later to 
ensure a single pixel value for the ECG signal in each column. 
Later, the post-processed binary image is vertically scanned to 
convert a 2-D image into a 1-D ECG signal. This 1-D signal 
goes as an input to the deep learning diagnostic model which 
predicts the patient’s heart-related problems and gives analysis 
similar to a cardiologist.

2 � Methods

2.1 � Image Aquisition

The ECG records were available in paper form. The first 
step is converting it into an image by scanning or through 

camera capture. We had received data from Saidhan Hospital 
and STEMI Global. The database contains images of ECG 
captured from the camera (Samsung Galaxy S7) and also 
12 lead ECG data records in the form of pdf files (Model: 
ECG600G).

2.2 � Pre‑processing

The 12 lead ECG data records are available in the form of 
pdf files. These pdf files had to be converted into an image 
format for further processing like converting 12 lead ECG 
records into single leads. 12 lead ECG was available in the 
form of pdf. But to process it we would be needing it in 
an image form (JPEG or PNG). This was done using the 
pdf2image python library.

After obtaining the images of 12 lead ECG, 12 differ-
ent images were obtained with a single lead in each image. 
There were some files with continuous 12-leads that were 
manually converted which was done by writing a semi-man-
ual algorithm using the OpenCV library. Here, the left and 
right mouse clicks were used to draw horizontal and vertical 
lines on the 12 lead ECG image to get a grid in which each 
box of the grid contains a single lead.

These boxes were saved as separate images to get 12 dif-
ferent images from one single 12 lead ECG image. (Code 
is given in the Supplementary Information.) For improving 
the computation complexities and accuracy, it was important 

Fig. 1   Flow diagram for automated binarization and diagnosis using 
deep learning from 12-lead paper ECG records. The 12 lead was con-
verted to a single lead, pre-processed for shadow removal, and the 
Level of Binarization (LOB) characteristic curve is extracted. Then 

the DL model is used, and the background is removed. The signal is 
post-processed to remove the labels. The 1-D signal is then extracted 
using vertical scanning. A deep learning-based diagnosis was done at 
the end
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to study every lead of the ECG. Rectangular boxes were 
located by shape detection and appropriately cropped to get 
12 different image files. (The code for automated single lead 
extraction is also given in Supplementary Information.)

2.3 � Binary Image Extraction

We find all the possible threshold values for the ECG signal 
by the brute force method. Possible threshold values range 
from 0 to 255. By applying these threshold values, we can 
obtain four types of images (viz. fully black images, fully 
white, images with the grid and signal, images without the 
grid, and only the signal). We only wanted to extract the 
signal without the grid. The process was repeated manually 
for all images where a 1-D characteristic curve and a single 
threshold value were generated to generate the training set 
for the deep learning-based model. Once trained, this model 
provided an automated threshold for any given input image. 
Once we got the desired image with only the ECG signal 
we noted the value of LOB for the image. In the case of 
thresholding, we have taken the data of level of binarization 

at every threshold i.e. from 0 to 255 and this was repeated 
for 66 images. The global thresholding concept of the LOB 
characteristic curve used for image Binarization is shown 
in the Fig. 2. Binarization of a sample grayscale image is 
shown in Fig. 2a–c. Figure 2d–h shows the concept of the 
normalized sum which is zero for a completely black image 
and one for a completely white image. From Fig. 2i–n, we 
can observe that as the value of LOB decreases, normalized 
sum (NS) gets incremented as the number of white pixels 
increases. At LOB = 50, white pixels occupy majority place 
and we get the value of NS as 0.997. At LOB = 200, the 
picture is mostly black and hence, NS = 0.073. Figure 2o 
shows a chessboard image with its corresponding charac-
teristic curve, which shows the step transition from black 
to white. Similarly, different gray level image (as shown in 
Fig. 2q) has a characteristic curve with eight steps. The char-
acteristic curve is also plotted for a single-lead ECG paper 
record showing two slopes, one for ECG signal and other 
for background grid. This curve is used as input to the deep 
learning model for automated threshold calculation.

Fig. 2   Concept of LOB characteristic curve a–c thresholding of sam-
ple grayscale image for a particular level of Binarization (LOB) from 
0 to 255, d–h normalized sum (NS) varies from 0 to 1 for complete 
black to complete white image, i–n binarized images at different 
threshold values (LOB) and NS, o Chessboard image (as shown in the 

snippet) and its corresponding characteristics curve showing the step 
transition from black to white, p image with different Grayscale levels 
and its corresponding characteristics curve, q characteristics curve of 
single-lead ECG (shown in the snippet) showing two slopes, one for 
ECG signal and other for background grid
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2.4 � Deep Learning‑based Binarization

After extracting a LOB characteristic curve in the previous 
step, we made a deep learning model to predict threshold 
values for automated binarization. In this case, we have 
used a deep learning model to predict the threshold which 
uses the level of binarization. For thresholding using deep 
learning, we have prepared a dataset containing all (0 to 
255) thresholding values during the Level of binarization 
value, with respect to a single image. The delta of the char-
acteristic curve was calculated to avoid overfitting during 
the DL training phase. We subtracted the current value 
from its next value to find the delta of the characteristic 
curve. Then we took the inverse of the data so that we can 
get the required features. Then we applied the sequential 
model and the layer used was the Dense Layer, and the 
activation function used was ReLU. We had one input 
layer, two hidden layers, and one output layer. Then we 
applied EarlyStopping, ModelCheckpoint, and ReduceL-
ROnPlateau function. EarlyStopping function is used when 

the learning rate of the model doesn’t change. To save the 
best models, the ModelCheckpoint function was used so 
that we can use them for prediction. ReduceLROnPlateau 
decreases the learning rate (LR) when the accuracy of the 
model doesn’t increase. Later the best model was chosen. 
Then we applied the model and got the threshold predicted 
values from the DL model. The entire data was exported 
into an excel sheet.

Figure 3a shows the deep Learning model for determin-
ing the correct threshold value for the input ECG report for 
binarization. The image was first binarized and then during 
vertical scanning, it was converted into a 1D array. The 
width of the image acts as the size of the input 1D array. 
In this, we first passed the characteristic curve as an input 
to the Dense layer of size 1 × 253 . This is passed through 
two Dense hidden layers of size 1 × 253 . After this, we 
use the dropout layer of size again 1 × 253 which is passed 
through a Dense model of dimension 1 × 1 . After this, we 
get the number called LOB which is the threshold value. 
This is the value at which we should binarize the image 
for getting the correct binarized output.

Fig. 3   a Deep learning Model for determining threshold value. The 
input is LOB characteristic curve of size is 1 × 255 . The 1-D signal 
is passed through multiple Dense layers. The output is then passed 
through a dropout layer. The data is then passed through the Dense 
model of dimension 1 × 1 and we get the predicted output threshold 
value. b Deep learning Model for diagnosis. The input signal of the 

size 400 × 1 × 1 is passed to the convolution layer along with the 
ReLU layer of dimension 3 × 16 . After that, it is passed through a 
series of 384, and two fully connected layers along with hidden lay-
ers. Then it is passed through the Softmax layer which further diag-
noses the ECG report
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2.5 � Post‑processing

Once we have the binary signal, we stepped into the dis-
continuity detection process to check if there was any bro-
ken signal while binarizing. Now, a signal being an analog 
quantity, it would always show a smooth change and not a 
sudden change. Hence, to re-construct the broken signal, 
we have used a 1-D signal reconstruction algorithm. This 
algorithm helped join the broken parts from ECG and avoid 
sudden change. In the first, dilation and skeletonization 
are performed. The next step was the lead name removal, 
which was present on every lead image. We performed ver-
tical scanning of every column of the image array, starting 
from the bottom of the columns to the top. During the scan, 
we knew that if we were going to get the first white pixel 
from the bottom, it would be the ECG lead, so we ignore 
that because we want to preserve the ECG signal. All the 
white pixels above the lead pixels of that column will just 
be the lead name character white pixels, which need to be 
removed. So, we convert the character pixels to black. These 
lead names act as a disturbance to the image, and hence it 
needs to be removed. We removed all the names, charac-
ters, or printed values so that only the signal remains and 
rest all unwanted data gets filtered out. To remove shadow 
impressions, we split the image into RGB values then we 
applied dilation which resulted in the reduction of the black 
shadow. Further, we applied median blur followed by the 
normalization to remove the salt pepper noise. The above 
procedures were implemented for all three RGB values. In 
this 1-D signal reconstruction algorithm, the broken binary 
signal obtained was made continuous, and then the lead 
name removal was done. For the first subpart, OpenCV 
operations were applied to the broken signal. This signal 
was then dilated, which increased the thickness of the ECG 
signal. This filled the broken gaps. Skeletonization was then 
applied to this thick signal to reduce the thickness again. So, 
by dilating and later skeletonizing, the broken signals were 
made continuous. Finally, we merged the result of all three 
parts to produce our final result without shadow impressions.

2.6 � Signal Extraction

The objective was that we need to find the value of ECG in 
terms of voltage and time. We know that the dimension of a 
single box in hard-copy ECG paper is 1 cm × 1 cm. We also 
know that an image is an array of pixels but in an image, 
the dimension of a single box in terms of pixel value will 
not be the same as 1 cm × 1 cm. So the approach is that we 
are calculating the single box size of the graph in terms of 
the pixel, then we are calculating the different peak values 
of ECG in terms of pixel and remapping them back to the 
voltage. After post-processing, the 2-D image is vertically 
scanned for the identification of ECG signal pixels, and 

the identified signal pixels are then stored as an array. For 
obtaining time and voltage values, we performed a differ-
ent type of detection where the red squares were preserved, 
and the ECG signal was removed. From those red squares, 
each red square in the time domain was 0.2 seconds, and 
in the voltage domain, it was 0.5 mV. So basically, from 
the domains, we got the scale for X-axis and Y-axis. And 
then, these scales were converted into pixels. So whatever 
X and Y coordinate values we were getting from pixels, we 
converted it into time and voltage. From time and voltage, 
we fetched a corresponding 1-D signal with the determined 
time and voltage values.

2.7 � Deep Learning Model for Diagnosis

The most significant waves seen in a normal ECG are P 
wave, QRS complex, and a T wave. Different types of abnor-
malities such as ST-segment elevation myocardial infarctio 
(STEMI), Left Bundle Branch Block (LBBB), Right Bun-
dle Branch Block (RBBB), and T-wave abnormality can 
be found out from the ECG records of a patient. STEMI 
is a type of myocardial infarction. A part of the heart mus-
cle becomes dead due to the obstruction of blood supply 
in that area. LBBB is an ECG abnormality in the conduc-
tion system of the heart where the left ventricle contracts 
later than the right ventricle. In the case of RBBB, the right 
bundle branch is not directly activated by impulses whereas 
the left ventricle functions normally. Sinus rhythm is nec-
essary for the conduction of electrical impulses within the 
heart. A strangely shaped T wave may signify disruption in 
re-polarization of the heartbeat and possibly be identified 
as sinus rhythm T-wave abnormality. Deep learning-based 
ECG diagnosis algorithm classifies the given ECG images 
into five different classes (normal, STEMI, LBBB, RBBB, 
and T-wave abnormality).

The deep learning model for the diagnosis using digitized 
ECG for heart abnormalities consists of various layers. For 
the deep learning model, we have used 400 points sample. 
The input is a 400 × 1 matrix 1-D signal which is passed to 
a 2-D convolutional layer of size is 3 × 16. After getting the 
binary image without any noise and lead character, we per-
form vertical scanning of the image array starting from the 
left-bottom of the image. When we get the first white pixel 
in a column, we know it is an ECG signal and store its corre-
sponding value on the y-axis. Iterate it for the remaining 399 
columns. This is how we get the 400 point training data and 
then we also store the corresponding disease value as label 
data. The extra space is filled by padding the same numbers. 
We then apply a ReLU layer to it. Two fully connected layers 
act as a hidden layer after applying the ReLU layer. There 
is a 5 neuron output layer that is given to the softmax and 
classification layer for classifying the abnormalities into 5 
different classes.
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Figure 3b shows this model, in which we provide the 
binarized ECG image as an input to the model, of dimen-
sion 400 × 1 × 1 . This is further passed through a 2-Dimen-
sional convolution network along with the ReLU layer which 
is of dimension 3x16. After this, we use a series of 384 
and 2 fully connected layers, which also have hidden layers 
with them. Finally, we use the Softmax layer which gives 
the diagnosed output. We classify them under the follow-
ing categories: Normal, Stemi, LBBB, RBBB, and T-wave 
abnormality.

In this model, we have taken input (1-D ECG signal) of 
size (400, 1, 1). Further, we have passed this input in our 
model. The model comprises a convolutional layer with filter 
size = 3, number of filters = 16, followed by ReLu layer. We 
have used 3 fully connected layers followed by the SoftMax 
layer for classification into different labeled data. The input 
format of the dataset (400, 1, 1) allowed us to use the 2D 
convolution layer. If we set the ’Padding’ option to ’same’, 
then the size of the padding for the output during the train-
ing will be same as the input. The software adds the same 
amount of padding to the top and bottom, and to the left and 
right. If the padding that must be added vertically has an 
odd value, then the software adds extra padding to the bot-
tom. If the padding that must be added horizontally has an 
odd value, then the software adds extra padding to the right.

3 � Result

We have analyzed 3200 ECG samples (scanned + cam-
era capture + machine-generated). The 12 lead ECG data 
records are available in the form of pdf files. These pdf files 
had to be converted into an image format for further process-
ing like converting 12 lead ECG records into single leads. 
We find all the possible threshold values for the ECG signal 
by the brute force method. Possible threshold values range 
from 0 to 255. By applying these threshold values, we can 
obtain four types of images (viz. fully black images, fully 
white, images with the grid and signal, images without the 
grid, and only the signal). We only wanted to extract the 
signal without the grid. The process was repeated manually 
for all images where a 1-D characteristic curve and a sin-
gle threshold value were generated to generate the training 
set for the deep learning-based model. For the thresholding 
using machine learning, we have prepared a dataset contain-
ing 255 values of Level of binarization value with respect 
to a single image. This was repeated for 66 images. Results 
show that the characteristic curve of the ECG waveform is 
a superior feature that helped to improve the accuracy of 
binarization and diagnosis. The characteristic curve of ECG 
shows two slopes, one for the background grid and the other 
for the corresponding ECG signal. Post LOB binarization, 
we found out that it was necessary to remove the characters, 

apply skeletonization to reduce the width of the ECG sig-
nal after binarization. Once the images were skeletonized, it 
was easy to detect signals using vertical scanning. The only 
issue with the vertical scanning is when the R waveform is 
too steep, as seen in Fig. 5b. In vertical scanning, we scan 
every column of the image, starting from the bottom of the 
column. As we go up, the first white pixel that we encounter 
in that column, we consider that pixel as an ECG lead pixel. 
Any pixel which comes after that in the same column is 
just considered as noise, so we remove it by converting that 
white pixel into a black pixel same as the background. But 
as the R waveform is too steep, more than one white pixel 
can be present in the same column, which will be then con-
sidered as a noise and then get removed. This might pose an 
issue for the R waveform which may lead to the discontinu-
ity of the ECG lead. Again, if the characters like ECG lead 
names are overlapping the ECG signal, there is a probabil-
ity that ECG damages the signal. Hence, the discontinuous 
ECG signal needs to be post-processed in order to correct 
the waveform using discontinuity detection.

The accuracy achieved for threshold prediction using 
the LOB characteristic curve and deep learning (DL) was 
around 97% and RMS error of 0.034%. Root mean squared 
error is the square root of the mean of the square of all of the 
errors. The use of RMSE is very common, and it is consid-
ered an excellent general-purpose error metric for numeri-
cal predictions. The trained DL was designed using a dense 
network; it had a dropout layer, which also has a single value 
at the output. This output value is then used for thresholding 
the images.

We have also found that a shadow removal algorithm is 
very beneficial for all the images clicked via smartphones. 
Furthermore, uniform luminance is necessary, which can 
be achieved by luminance correction algorithms. Therefore, 
these two steps helped in thresholding, and they should not 
be a part of deep learning because even with LOB-based 
deep learning, it does not follow the pre-processing steps, 
and we face errors. Hence, shadow removal and uniform 
luminance correction are mandatory for any ECG digitiza-
tion. Also, the character removal helped us to decode the 
signal correctly, and that should be done in post-processing. 
For character removal, OCR and subtraction of optical char-
acters can be carried out.

After 1-D extraction using vertical scanning from bina-
rized images, the signal is given to another DL model that 
converted the digitized signal. The DL model diagnosed four 
different diseases, namely, LBBB, RBBB, T-wave abnormal-
ity, and STEMI. We had passed almost 300 images. Only for 
T-wave abnormality due to data images constraint, we could 
pass only 145 images. We also found that it was effortless to 
detect the T-wave abnormality. The normal ECGs and LBBB 
had a lot of overlapping between them, close to almost 3 to 
4%. STEMI and RBBB generally do not get misclassified 
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with each other. The worst misclassification was faced by 
class 3, which is LBBB, which was classified as STEMI, 
normal, or even in some cases RBBB.

Hence, we think that extracting the 1-D ECG signal from 
paper records opens a new pathway for designing various 
digitizing algorithms and automated diagnostics. It could 
be the most beneficial for the people in rural areas where 
there is a lack of such digital ECG equipment and experi-
enced doctors for the diagnosis of heart-related problems. 
The smartphone-based application for automated Binariza-
tion and diagnosis from paper ECG records will be really 
helpful in rural areas. In addition, in the coronavirus disease 
pandemic, COVID-19 infected patients are given a medicine 
named hydroxychloroquine (HCQ). The person’s blood flow 
rate and muscle activity can be determined by the heart rate 
of the person. Mostly HCQ or similar medicines can dilute 
the blood and dissolve the blood clots. If the heart cannot 
pump the diluted blood, the oxygen level drops down and 
can be fatal. It will be tough to determine the cause of death 
unless we have the ECG records of the patient.

Hence, developing such an image processing and deep 
learning-based app could be conducive to the social com-
munity. It would be an excellent researching opportunity 
for upcoming new researchers to automatically diagnose 
these signals, which we found challenging in the current 
manuscript.

As seen from Fig. 4, we extracted a 1-D signal from the 
different colored input ECG paper records. The complete 
process of the signal extraction is shown in this figure. 
Figure. 4 shows different backgrounds (red graph (a), blue 
graph (f), software-generated background (k) does not affect 
our digitization process. Figure 4b, g, l show the process of 
thresholding on those images. The next step involves the 
process of skeletonizing. Figure 4c, h, m shows the output 
of this process. Further, we do the character removal process 
as shown in Fig. 4d, i, n. Finally, the 1-d signal is extracted 

by doing vertical scanning of those images shown in Fig. 4e, 
j and o.

As seen from Fig. 5 the camera captured paper ECG 
record comes along with the shadow. To convert the shadow 
image into uniform illumination we applied the shadow 
removal algorithm. Binarization was achieved by applying 
the corresponding threshold value as shown in Fig. 5b and 
h. Then we applied the dilation along with the skeletoniza-
tion followed by character removal in ash shown in Fig. 5c 
and g. Now, the resulting image was pure ECG line. Hence, 
we applied vertical traversing to extract the 1D signal, as 
shown in Fig. 5d and h. The Binarized ECG image as shown 
in Fig. 5i and k with the undesired lead name (highlighted 
within the red box) should be removed to avoid distortion in 
signal extraction. Hence, we applied a letter removal algo-
rithm, after which Fig. 5j and l has been generated.

4 � Discussion

A confusion matrix for the deep learning model designed 
for the diagnosis of heart abnormalities into five classes as 
shown in Fig. 6. The proposed model correctly classified all 
T-wave abnormalities. Out of a total of 328 signals tested 
for classification of RBBB, only 12 were wrongly classified. 
In the case of STEMI classification, all 320 signals were 
correctly labeled.

As shown in Table 1, we have analyzed 3200 ECG sam-
ples (scanned + camera capture + machine-generated) 
which are very high as compared to the other literature that 
has been reported. Although the accuracy reported by Shi 
et al. [13] is 99% but the number of samples used by them 
is less as compared to our method. Our proposed method 
achieved an accuracy of 97% with the least root mean square 
(RMS) error of 0.034%.

Fig. 4   1-D ECG signal extraction from an input image of ECG paper 
record irrespective of the background (textbfa), (f), (k) ECG signal 
recorded on different background color grids. b, g, l binarized images 

after thresholding. Images after dilation and skeletonizing (c), (h), 
(m) Images after character removal (d), (i), (n). Final 1-D signal 
extraction using vertical scanning (e), (j), (o)
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As shown in Table 2, we have analyzed 3200 ECG sam-
ples (scanned + camera capture + machine-generated) which 
are very high as compared to the other literature that has 
been reported. Mallawaarachchi et al. [5] used 550 samples 
for testing and the accuracy achieved was 96%. Although 
the accuracy as reported by Damodaran et al. [12] and Shi 
et al. [13] is 99% but the number of samples that were used 
by them was less as compared to our method. Our proposed 
method had the accuracy to be 97% with the least root mean 
square (RMS) error of 0.034%. Badilini et al. [15] and Ravi-
chandran et al. [16] had the RMS error to be 16.8% and 
12% respectively which was high as compared to that of 
the proposed method. There is a scope of improvement as 
we have classified the abnormalities into 5 different classes. 
However, more than 12 types of diseases are known that can 
be detected using the ECG waveforms.

5 � Conclusion

The manuscript presented the automated digitization of 
ECG paper records and automated diagnosis of heart-
related abnormalities. Our approach can be easily imple-
mented in rural areas where such expertise is not avail-
able. Our system mainly classifies the ECG signals into 
5 different heart diseases viz. RBBB, LBBB, STEMI, 
T-wave abnormality, and normal ECG. The input image 
is first pre-processed by applying the very efficient shadow 
removal algorithm. The threshold of this image is then 
calculated by a 3 layer dense DL model with 97% accu-
racy. The post-processing of this image includes character 
removal and then converting it into a 1-D signal, which is 
fed to the DL model and an accuracy of 94.4% is achieved 
to classify the ECG into one of the diseases. Automated 

Fig. 5   a The camera captured paper ECG record with shadow. 
Results after binarization (b), skeletonization and character removal 
(c) and 1-D signal extraction (d) from images with shadow. f–h 
extraction of 1-D signal from the image with non-uniform illumina-

tion shown in (e). Binarized ECG image with undesired lead names 
(shown in i and k, red box), removal of lead names j, l that avoids 
distortion in signal extraction
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diagnosis can further be useful for various other research 
work.
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