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Abstract

Laser powder bed fusion (LPBF) uses a focused, high power laser to repeatedly scan geometric 

patterns on thin layers of metal powder, which build up to a final, solid three-dimensional (3D) 

part. This process is somewhat limited in that the parts tend to have poorer surface finish 

(compared to machining or grinding) and distortion due to residual stress, as well as multiple other 

deficiencies. Typical laser scan strategies are relatively simple and use constant laser power levels. 

This elicits local variations in the melt pool size, shape, or temperature, particularly near sharp 

geometric features or overhang structures due to the relatively higher thermal conductivity of solid 

metal compared to metal powder. In this paper, we present a new laser power control algorithm, 

which scales the laser power to a value called the geometric conductance factor (GCF). The GCF 

is calculated based on the amount of solid vs. powder material near the melt pool. The algorithm 

for calculating GCF is presented along with some basic examples for clarification. Then, we detail 

the hardware and software implementation on the National Institute of Standards and Technology 

(NIST) additive manufacturing metrology testbed (AMMT), which includes co-axial melt pool 

monitoring using a high-speed camera. Six parts were fabricated out of nickel superalloy 625 

(IN625) with the same nominal laser power, but with varying GCF algorithm parameters. We 

demonstrate the effect of tailored laser power on reducing the variability of melt pool intensity 

measured throughout the 3D build. Finally, we contrast the difference between the ‘optimized’ part 

vs. the standard build parameters, including the deflection of the final part top surface near the 

overhang and the variation of surface finish on the down-facing surfaces. Ultimately, the 

improvements to the in-situ process monitoring and part qualities demonstrate the utility and 

future potential tuning and optimizing more complex laser scan strategies.
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1. Introduction

Additive manufacturing (AM) of metal parts enables extended design flexibility, particularly 

for complex, freeform geometries. Out of the various metal AM processes, laser powder bed 

fusion (LPBF) provides superior part tolerance and surface finish quality under most 

circumstances. As such, metal parts fabricated using LPBF process are applied to multiple 
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aerospace and medical part designs. Additionally, metal LPBF machine sales have increased 

exponentially in the last 8 years, and metal AM machine sales nearly doubled from 2016 to 

2017 [1]. While geometric design flexibility is a key benefit of LPBF, there still exist certain 

constraints. Fine geometric features, such as sharp points, thin walls, small holes, etc., are 

inherently limited by the size scale of the metal powders (typically <50 μm). Overhang 

features, sometimes called down-facing or downskin surfaces, occur where the part surface 

forms some angle between the vertical build direction and horizontal plane, and the surface 

normal orients downward. Tolerance limits of both fine features and overhangs are 

additionally limited by phenomena associated with transient heat conduction, and its effect 

on melt pool shape, morphology, and stability.

One phenomenon that affects the overhang surface is ‘dross’, which is the formation of 

globular surface structures that degrade the surface finish. DePond et al. detailed the 

physical mechanisms that exacerbate dross formation [2], which they attribute to balling or 

capillary-driven melt pool instability, or partial sintering and adherence of powder to the 

surface. This results in poor shape tolerance or surface finish ([3,4]), and potentially causes 

build failure. For this reason, typical commercial AM preprocessing software identifies a 

‘critical overhang angle’, above which either different parameters (e.g., upskin or downskin) 

or support structures are recommended. However, support structures need to be removed in 

post-processing, which elicits additional restrictions and manufacturing costs. Some studies 

have been developing methods to reduce support structure or ease their removal [5,6], or 

attempt support-free design [7].

AM powders, needing a sufficient volume to assume continuum properties, have much lower 

thermal conductivity than solids; potentially less than 1% that of solid material [8,9]). When 

the melt pool nears overhangs or fine features, the less conductive powder reduces heat 

conduction from the melt pool, creates overheating and melt pool instability, and increases 

melt pool size [10–13]). In turn, variation in melt pool geometry changes cooling rate and 

thermal gradients, contributing to microstructure heterogeneity [14] or variation in residual 

stress [15]. In addition to geometric effects, the laser scan path or scan strategy also 

contributes to the localized variation in cooling rates and thermal gradients.

Multiple works have investigated the effect of process parameters or scan strategy using 

commercial machines, or through multiphysics simulations. Determination of principal 

process parameters (scan speed, power, laser spot size, layer height) for full consolidation 

(e.g., near 100 % density) requires generally understood process mapping procedures [16–

18]. Beyond this, a variety of experimental and modeling research has investigated the effect 

of scan strategy or geometric features such as overhangs on AM part qualities1 :

• Part density or pore formation [19,20]

• Surface topology or surface structure [3,19,21,22]

• Residual stress, strain, or distortion [23–25]

1Some citations refer to other processes than LPBF, such as electron beam melting (EBM); however, the authors felt similarities in the 
research conclusions were analogous.
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• Microstructure [26–30]

Little research in LPBF has attempted rectification of these effects, or locally tailoring scan 

path, velocity, or laser power to reduce defects or microstructure heterogeneity. Several 

authors have demonstrated that reducing laser power as the melt pool scans near overhangs 

can reduce dross and improve surface form and finish. Clijsters et al. [31] demonstrated a 

parameter adjustment algorithm that classifies different regions of a build layer based on the 

presence of surrounding solid or powder material, then changes the laser power within those 

regions. Mertens et al. [32] extended the algorithm to taper from low laser power at the 

overhang, to nominal power several layers up. Both studies demonstrated reduced dross 

formation. DePond et al. [2] followed suit by reducing laser power at an unsupported 

overhang, then intermittently increasing constant power setting with further layers. The laser 

power adjustment was guided by a-priori finite element simulation through a process co-

authors dubbed “intelligent feed forward” or IFF [33], and allowed the authors to 

successfully fabricate a horizontal bridge structure over deep powder with minimal dross.

Although there are many examples of multiphysics AM simulations [34], there are few 

examples in research literature where LPBF scan parameters are adjusted based on a-priori 

simulation, or where reduced order models or empirical models are applied in real-time. One 

example of a-priori, model-based control was demonstrated with a surface-treating process 

called laser transformation hardening [35], which similarly to LPBF, scans a focused high 

power laser spot on a metal surface. In that paper, Martinez et al. incorporated a finite 

difference thermal simulation, described in Ukar et al. [36], in a real-time control loop using 

feedback from a pyrometer to reduce the variation in surface temperature. In an LPBF 

example, McMillan et al. reduced each layer in 3D part geometry to a 1-D finite difference 

heat transfer model [37]. Although, they did not control laser power based on a model in 

their experiments, they showed qualitative results comparable to the model prediction. 

Model-based control has been successfully demonstrated on directed energy deposition 

(DED) AM processes [38,39], which benefit from larger length scales and timescales 

required to resolve the physics of the process.

Similar to the reviewed research, the algorithm and experiments described in this paper 

demonstrate improvement in overhang surface finish by tailoring laser power based on a-

priori calculated part geometry. Additionally, we demonstrate reduced melt pool variability 

throughout the part volume via observation by a high-speed camera. The laser power-scaling 

model and associated algorithm, called the geometric conductance factor (GCF), provides a 

framework for tailoring laser power based on the proportion of solid to powder material near 

the melt pool. It differs from previous work in the following ways:

1. The laser control algorithm is purely geometrically based. That is, it is not based 

on material properties or a heat transfer model, but on the relative ratio of solid 

to powder material near the melt pool.

2. The model takes the digital position and laser power commands as input, and 

adjusts the laser power for every scan position, which may vary the laser power 

within each scan line, and between each scan line.
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3. Model parameters can be tuned empirically or through simulation, based on 

material choice or nominal build parameters

4. The algorithm time-steps through the scan process and is based on the 

solidification status of each voxel in each consecutive time-step, rather than 

utilizing the final build geometry.

5. The algorithm can potentially be applied in real time, within the LPBF controller 

architecture or as an aftermarket component, by intercepting the laser power and 

position digital command signal, building the GCF model, and adjusting the laser 

power command. The numerical methods are simple enough to realistically be 

applied at the typical LPBF controller clock frequency of 100 kHz.

2. Experimental methods

In LPBF AM processes, laser control is usually achieved through two digital commands: (1) 

Position command sent to the galvo controller to drive a pair of mirrors to direct the laser 

beam on an x–y plane. This can be denoted by a two-column array (XY), which represents a 

series of x–y coordinates. (2) Power command sent to the laser controller to adjust the laser 

beam power level. This can be denoted by a one-column array (L) of positive numbers. To 

fully synchronize the laser position and power, XY and L can be combined into a three-

column array denoted by XYL. An example of XYL array is given in Fig. 1 (upper-left 

corner), which commands the laser moves from position (1, 5) to (5, 5) with constant power 

at 200 W. For the standard configuration, XYL is fed directly into the controller. However, 

the laser power can also be adjusted first to compensate, for example, the local conductance 

change. This is shown in Fig. 1 as an ‘alternative configuration’ (shaded region), where XYL 

is routed through a laser power adjustment module before being sent to the controller. L can 

be reduced as the scan approaches the overhanging edge, since the conductance decreases. A 

model is developed in this paper to quantify this conductance change, which the power 

adjustment can be based on.

2.1. Geometric conductance factor and laser power control

Similar to pixels in a bitmap, voxels represent values on a regular grid in three-dimensional 

(3D) space. The multilayer digital scan positions can be mapped into such a grid, with the 

corresponding laser power level as voxel value. Furthermore, if the heating laser is on, the 

voxel is labeled as ‘solidified’, similar to the concept of ‘element birth’ in finite element 

(FE) models [40]. The 3D structure can be reconstructed purely from the digital position and 

power commands (XYL). Once the structure is constructed, the relative conductance of each 

voxel can also be estimated based on the relative proportion of solid or powder material 

within each neighboring voxel. A Geometric Conductance Factor (GCF) can hence be 

assigned to each voxel. Laser power (or other parameters) can then be locally adjusted as a 

function of GCF at where shown by the “laser power adjustment” block in Fig. 1.

2.1.1. GCF and power control algorithm—The GCF model is represented as 

multilayer gray-scale 8-bit bitmaps stacked together, in-lieu of voxel representation, with the 

number of layers equal to the actual build. The GCF values are initialized to 0 for all pixels 
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for each layer, and then updated by iterating in time through the laser scan positions. If the 

laser power is never turned on over a pixel, it is considered never melted and consolidated, 

and GCF= 0. If it is the base layer (the build plate), GCF= 255. Otherwise, the GCF of a 

pixel will be assigned by:

GCF = A + B ⋅ GCFb + (1 − B) ⋅ GCFL (1)

where A ∈ (0, 255), B ∈ (0, 1). GCFb is the GCF of the pixel directly below (on the layer 

immediately below), and GCFL is the average GCF of each neighboring pixel in the same 

layer. A is related to the relative increase in local conductance due to the solidification, and 

B is a weight that scales the relative effect of GCF from the previous layer to the current 

layer. The maximum GCF is capped at 255. Once GCF is assigned to each pixel, laser power 

can be adjusted by:

L = Lo C ⋅ GCFN + (1 − C) (2)

where L is the adjusted laser power, Lo is the nominal power, C ∈ [0, [1]] is a weight factor 

that limits the range the nominal power is varied, and GCFN = GCF/255 is the normalized 

GCF value. Therefore, the model consists of three parameters, A, B, and C, which can be 

optimized experimentally, or through simulation.

The bitmap representation of the GCF is convenient to utilize the image processing tools or 

algorithms. The choice in pixel size creates a tradeoff between spatial resolution and 

computation time. The minimum pixel size is set based on the maximum interval between 

two digital XYL command positions, which depends on the digital rate and laser scan speed. 

For example, at 100 kHz digital rate and 1 m/s scanning speed, the interval (and minimum 

pixel size) will be 10 μm. One option for setting pixel/voxel size is to base it on the same 

relative scale as the melt-pool width. For the LPBF system and conditions described in this 

paper, this is assumed to be 100 μm.

2.1.2. Example GCF computational results—The implementation of the model is 

slightly more complicated than it appears to be, due to the recursive relationship of GCF and 

GCFL in Eq. 1. An example is provided in Fig. 2 and explained below, where GCF values 

are updated for the first two points of a scan on the first powder layer (GCFb = 255), and 

assumed parameters A = 4, B = 0.8.

When the first point (P1) is being scanned (Fig. 2a), GCFL = 0 since all surrounding points 

are still powder. Plug in A = 4, B = 0.8, GCFb = 255, and GCFL = 0 into Eq. 1, GCF =4 + 

0.8∙255 +0.2∙0 =208 for P1 (Eq. 1).

a. When the second point (P2) is being scanned, since P1 is solidified, GCFL ≠ 0. 

Since the grid (pixel) size is selected to be the same as melt-pool size, GCFL can 

be estimated by∑1
NGCF1/N, where GCFi is the i-th immediate neighbor. From 

Fig. 2b N = 8, hence GCFL = 208/8 =26, and GCF =4 + 0.8∙255 +0.2∙26 = 213.2 

for P2. However, this is only its initial value.
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b. The solidification of P2 adds 213.2/N to the GCFL at P1. This will increase the 

GCF at P1 by (1-B)∙(213.2/N), or r∙213.2 by putting

r = (1 − B)/N (3)

Similarly, the increase of GCF at P1 by r∙213.2 will in turn increase the GCF at P2 by (1-B) 

(r∙213.2)/N, or r2∙213.2.

a. This recursive update process will iterate for infinite times. The i-th iteration will 

increase GCF by r∧ 2i−1 ⋅ 213.2 for P1, andr∧ 2i ⋅ 213.2.for P2. That forms two 

geometric series:

S12 = r + r3 + r5… = lim
n ∞

r 1 − r2n / 1 − r2 = r/ 1 − r2
(4)

S21 = r2 + r4 + r6… . = lim
n ∞

r2 1 − r2n / 1 − r2 = r2/ 1 − r2
(5)

plug in N = 8 and B = 0.8, r = 0.025, S12 = 0.025015 and S21 = 0.000625. The final GCF 

value will be 208 + S12∙213.2 = 213.33 for P1, and 213.2 + S21∙213.2 = 213.33 for P2. The 

subscript, for example in S12, indicates the effect of P1 on P2.

When the scan finished at P2, the GCF values at P1 and P2 are the same. This is expected as 

two points should have no difference by the time P2 fully solidified. However, the GCF 

value used to adjust the laser power should be the one when the point is being scanned. In 

this case for P1 it is 208, for P2 it is 213.33. These are referred to as the dynamic GCF 

(values); and the final values (after all points were scanned within a layer) are referred to as 

the static GCF. The dynamic GCF is for laser power adjustment, the static GCF serves as 

GCFb for the next layer. The dynamic GCF is scan sequence dependent, but the static GCF 

is not.

The example is continued in Fig. 3. When the third point (P3) is being scanned, it will affect 

not only P2, but also P1 (Fig. 3a). The initial GCF value of P3 = 4 +0.8∙255 + 0.2∙(213.33/8) 

= 213.33, but this value will have a recursive effect on both P2 and P1 as shown in the 

figure. Similar to S12 and S21 in Eqs. 4 and 5, the effect of P3 on P1 can be calculated by 

two geometric series:

S13 = r2 + r6 + r10 + ….. = r2/ 1 − r4 (6)

S31 = r4 + r8 + r12 + … . = r4/ 1 − r4 (7)

Therefore, each time a new point is scanned, all connected (directly or indirectly) points 

within the layer need to be updated. This update will quickly get very complicated, but also 

diminish quickly if r is small enough. For the sake of demonstration, only direct connected 
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points (immediate neighbors) will be updated in this example. Fig. 3a–c steps through the 

update sequence.

a. When the third point (P3) is scanned, GCF = (4 +0.8∙255 + 0.2∙(213.33/8)) ∙(1 + 

0.000625) =213.47; and GCF at P2 will be increased by 213.47 ∙ 0.025015 = 

5.34, to 218.67.

b. When fourth point (P4) is scanned, there are two solidified neighbors P2 and P3 

(indicated by black circles in the Fig. 3b). GCFl = (218.67 +213.47)/8 =54.02. 

GCF = (4 +0.8∙255 +0.2∙54.02)∙(1 +0.000625∙2) =219.07, GCF for P2 and P3 

will be increased by 218.08∙0.025016 = 5.46, to 224.15 and 218.94 respectively.

c. When fifth point (P5) is scanned, it has four neighbors, GCFl = (213.33 +224.15 

+218.94 + 219.07)/8 =109.44. Therefore GCF = (4 +0.8∙255 + 0.2∙109.44)∙(1 

+0.000625∙3)= 230.32. GCF for P1 – P4 will be increased by, 230.32∙0.025016 = 

5.76.

The dynamic and static GCF values in the example are summarized in Table 1, as well as all 

intermediate values. The rows t1 - t5 represent the moment when points P1 – P5 are being 

scanned. The dynamic GCF of a point is its GCF value when it is being scanned, and is 

marked as italic in the table. As the scan continues, the dynamic GCF increases as it moves 

away from the edge/corner; If A is larger, this will increase faster. Therefore, A can be 

thought as a control for the ‘edge’ effect. After the first layer, the GCFb is no longer a 

constant. It is the static GCF of the previous layer. If B is larger, GCF of the current layer 

will be affected more by its previous layers, and hence B can be thought as a control for the 

‘bottom’ effect.

2.1.3. Software implementation of the GCF model—In the software 

implementation of the GCF model, a slightly modified algorithm was used to balance the 

accuracy and computation time. In the previous example, only the immediate neighbors (one 

level) of the currently scanning point are updated. This might not be accurate enough when r 
(Eq. 3) is large (i.e., when B is small). The following algorithm was implemented which can 

update to any number of levels.

a. Three arrays were created. BA: array of binaries keeps track if a point is melted 

or not. GA: array of doubles keeps the dynamic GCF used for laser adjustment. 

VA: array of doubles keeps the intermediate GCF for computation.

b. A subset of VA is identified around the point being scanned (P) as M; M has (2n
+1)2-1 number of elements (points), where n is number of the update level 

defined.

c. The initial GCF value of P is set to the value recorded in array VA, and is used to 

update its neighbor, no matter if it is solidified or not. This update is similar to 

Fig. 3a but only in outward directions from P, and the updated values are stored 

in VA

d. M is mapped with BA to identify a subset S, which is the currently solidified 

points in M. The update in step c repeats for each point in S following a level by 

level sequence.
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e. The GCFL value of P is then evaluated based on VA; The GCF value of P is then 

calculated per Eq. 1 and updated into VA and GA.

f. Steps b to e are repeated for the next scan point.

The computation time will increase quickly with the number of levels. For the experiment 

detailed later, a three levels update was implemented. That is, (2n+1)2-1 =48 points are 

evaluated around the current scanned point. This gives a better approximation when B is 

small. However, the results of this study indicate that the model is more effective at a 

relatively larger B. A one level update may actually be sufficient for practical purposes. To 

further improve the computational efficiency, the number of scan points can be first reduced 

to match the pixel size. Laser power can be adjusted based on this reduced set of scan points 

and then interpolated back to the full set of the original digital commands. These steps can 

greatly improve computational efficiency.

2.2. Hardware and software integration

There is a lack of standard control protocols in LPBF AM systems, and the intermediate 

digital formats are not very well defined [41]. Nevertheless, most LPBF AM software starts 

with a 3D computer-aided design (CAD) file, and ends with the creation of digital position / 

power commands for galvo / laser control. One of the most commonly used digital 

communication protocols for galvo control is xy2–100, where the digital position commands 

are packaged into 20-bit packets and transmitted at 2 MHz clock rate to the galvo digital-to-

analog receiver, converted to analog voltage to drive the galvo motor through a local 

proportional-integral-derivative (PID) loop. In other words, the xy2–100 commands are just 

a series of x–y positions similar to the XYL array in Fig. 1 but with a time step of 10 μs. 

Laser power on most commercial laser units can be controlled through an analog voltage 

input, where the digital power command can be transmitted and converted (D/A) in a similar 

way as galvo control signal. The digital position and power commands should exist in all 

LPBF AM systems in their simplest /raw format, irrespective of how the system is 

implemented. Even if the digital commands are not accessible as a digital file, they can be 

easily intercepted through the digital communication lines [42]. Hence an XYL array can 

always be created, and GCF power adjustment can be performed. Therefore, the GCF model 

can be integrated into virtually any LPBF AM systems.

Fig. 4 shows how the GCF module is integrated into the LPBF AM system developed at the 

National Institute of Standards and Technology (NIST). The system is divided into two 

parts: software and hardware. On the software side, the 3D CAD design is first sliced into 

2D layers. Scan path and power are then generated based on the predefined scan strategy, 

and then interpolated into digital position and power commands. Normally these commands 

will be fed directly into the controller, but it can also be fed through a GCF module (dashed 

line rectangle in Fig. 4a) to have the laser power adjusted first. On the other hand, the 

controller will package the digital commands and transmit them to the laser system, based 

on the transmission protocol such as xy2–100. The transmission can be intercepted (at the 

red dashed line in Fig. 4b) and have GCF power adjustment in real-time. Since NIST 

developed the AM software in-house [43] and all digital files are readily accessible, the first 

approach was adapted in this study for its simplicity in implementation. As a proof of 
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concept for the second approach, the digital galvo position was successfully intercepted and 

decoded in real-time on a closed platform commercial machine.

2.3. Part and experiment design

2.3.1. Additive manufacturing metrology testbed (AMMT)—To utilize the GCF 

module in a full AM build, the Additive Manufacturing Metrology Testbed (AMMT) at 

NIST was used. The AMMT is a fully customized metrology instrument that enables 

flexible control and measurement of the LPBF process [44]. It incorporates a standard build 

bed, powder feed bed, and recoater arm found on most commercial LPBF systems. Since 

Fall of 2017, the AMMT also has an inert gas (typically Argon) recirculation and filtration 

system, and a laminar flow unit that blows and captures spatter or other ejecta from the build 

area.

As mentioned in the Introduction, one objective for controlling laser power during an AM 

build is to allow for more constant, unvarying melt pool size and/or intensity. Therefore, 

high-speed co-axial melt pool monitoring was employed on the AMMT, where a high-speed 

camera is optically aligned with the heating laser such that an image of the melt pool is 

maintained stationary within the camera’s field of view (FoV). Fig. 5 shows a schematic of 

the co-axial monitoring configuration used in this study, and Table 2 provides salient 

characteristics of the imaging system.

Several pertinent features of the camera system are worth noting. Both the laser delivery and 

co-axial imaging optical paths pass through a linear translating z-lens (LTZ), which moves at 

high-speed based on the galvo X and Y position to ensure the laser and co-axial imager 

remain in focus on the build plane. This is used instead of the commonly used f-theta as 

these lenses incur chromatic aberrations, which may distort the co-axial melt pool images. 

The camera is a silicon-based complementary metal oxide semiconductor (CMOS) sensor 

with Cameralink-Full digital output to a peripheral component interconnect (PCI) based 

frame grabber card and stored on a hard drive. The camera can be set to trigger such that one 

frame is captured whenever it receives an external transistor-transistor logic (TTL) pulse. 

The AMMT controller allows for output of external triggers synchronized with the xy2–100 

galvo and laser digital command mentioned in Section 2.2, and during the pre-processing 

steps, individual camera frame triggers can be selected at any point within the 3D part. 

Therefore, melt pool images of only the areas and points within a build layer of interest are 

collected, and others (e.g., when the laser is off) can be ignored. This is limited by either the 

acquisition rate of the camera hardware (< 10 000 frames/s in this paper), or the digital 

command rate (100 kHz). Additionally, the physical position of each camera frame trigger 

can be mapped back to the physical location within the part. The camera trigger scheme and 

image processing for this experiment are described in Section 3.1.

2.3.2. Parts design, parameter selection, and material—Overhanging structure is 

identified to study the effectiveness of the GCF based power control. A part is designed with 

a series of downward facing wedges of angles 45, 60, 75 and 90 degrees (Fig. 6). Nickel 

alloy 625 (IN625) powder is used, with particle size distribution of D10 = 16.4 μm, D50 

=30.6 μm, and D90 =47.5 μm. The build plates are 12.5 mm thick IN625, and the AMMT 
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chamber is purged and backfilled with Argon to obtain an oxygen level less than 705 mg/m3. 

The laminar flow unit is used, with flow rate of 300 L/min, although the flow velocity above 

the build is unknown at this time. Nominal scan parameters for IN625 are based on a 

commercial LPBF system. Scan speed is 800 mm/s, laser power 195 W, interlayer rotation 

67°, hatch spacing 100 μm, and layer thickness 20 μm. The part has a height of 10 mm, 

which is equivalent to 500 layers. The build file (multilayer digital scan position and power 

commands) was first created using standard parameters to act as the base configuration, and 

then processed with GCF model with five different combinations of A and B parameters, 

while C was kept constant at 0.25. Therefore, six parts (configurations) were created in total, 

with part 1 as the base configuration.

Fig. 7 shows the GCF models for part 2–6. The experiment is designed to compare the edge 

effect and bottom effect; hence combinations of small and large A and B values were 

selected. Note the variation of the color (seen in online version of this paper), which 

represents the GCF value, around the edge and overhanging region in each model. 

Comparing model 2 and 3, both have strong edge effect due to a small A value. However, the 

much larger B value for model 3 gives it more ‘blue’ in color (smaller GCF) at the overhang. 

Comparing model 5 and 6, both have a smaller edge effect due to a larger A value. However, 

the larger B value in model 6 made the edge effect even less obvious. Model 4 has medium 

A and B values, hence a balanced edge and bottom effect are shown.

The six parts were positioned carefully on the build plate to allow enough gaps between each 

part, and the overhanging edge is protected from the recoating direction. Fig. 8a shows the 

layout, with the color indicating power variations. The laser power is adjusted based on the 

dynamic GCF values in Fig. 7, with a constant C =0.25 for Eq. 2. Fig. 8b shows the enlarged 

view of the laser power changes at the 45° overhangs. Note the gradual variation of laser 

power within a scan line when approaching the overhangs and edges. An expanded view of 

the region marked by the dotted rectangle is also shown in Fig. 8c, which exemplifies 

variation of power within and between each scan line

2.3.3. Surface roughness measurement—Surface height data was acquired with an 

Alicona2 focus variation (FV) system [45]. All measurements were performed using a 20x 

objective lens with a 0.4 numerical aperture, creating scans with lateral point spacing of 0.44 

μm in both x and y directions and 806.4 μm × 806.4 μm field of view (FoV). Larger FoVs 

were created by stitching multiple scans together with approximately 11% overlap. Stitching 

was performed by the manufacturer’s proprietary algorithms. Coaxial and off-axis (ring) 

light was used and light settings were adjusted to minimize data dropout for each scan. 

Height data was transferred to commercially available software (MATLAB and DigitalSurf’s 

ConfoMap) for quantitative analysis.

3. Experiment results and discussion

All six parts were built successfully. The building process was in-situ monitored using a 

high-speed co-axial camera (section 2.3.1). The images were analyzed to identify possible 

relationships between the melt-pool properties and GCF parameters. Parts were cut off from 
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the base plate by electrical discharge machining (EDM) and examined under optical 

microscope. Parts 1 and 3 were also scanned with the FV system for surface roughness.

3.1. Melt pool imaging results

The in-situ melt-pool images were captured by triggering the camera at designated positions 

(Section 2.3.1). The images were saved as 8-bit grayscale bitmaps and processed to 

determine the melt-pool intensity [46], which was used as the indication of the effectiveness 

of power adjustment by the GCF model. The total integrated camera signal is calculated by 

averaging the gray scale values of all pixels in the image. The camera integration time was 

set to 20 μs, such as there was no saturation in the images. This ensures that the total 

integrated camera signal is a meaningful representation of the melt-pool intensity [47], and 

this signal is referred to as melt-pool image intensity. The image is synchronized with 

position, and the image intensity is also plotted together with the laser power and speed in 

Fig. 9.

The camera was triggered in such a way that for each layer one of the 45° overhangs would 

be imaged at 10 000 frames per second, hence the same part was imaged once per six layers 

or 83 times total. This ensured the sample base is big enough for statistical analysis. A total 

of 5 251 145 images were taken and processed, and the results are summarized in Fig. 10. 

One interesting observation from Fig. 10a is, while part 3 has the largest variation in the 

laser power (because the GCF adjustment), it has the smallest variation (σ) in the melt-pool 

image intensity. Fig. 10b plots σ in A–B parameter space of the GCF model; the trend of 

increasing B while decreasing σ is obvious. If the goal is to keep the melt-pool intensity 

consistent, the GCF model can be optimized to achieve that.

3.2. Visual part inspection

Fig. 11a shows the six parts attached to the base plate as built, and Fig. 11b–d show different 

views of the 45° overhangs. It appears that part 3 has the best quality of the overhang edges 

(red arrows). This is particularly obvious from the side view (Fig. 11d) while comparing 

with the scorched rough edges of the other parts. This is also consistent with the in-situ melt-

pool monitoring results shown in Fig. 10, where part 3 has the minimum variation in melt-

pool image intensity.

3.3. Surface topography

To determine the improvement due to the GCF algorithm, surface topography of the upward-

facing and downward-facing surfaces for part 1 and part 3 are analyzed and compared. A 

focus variation system (Section 2.3.3) was used to measure the “height” of the surfaces. Fig. 

12 shows the comparison of the upward-facing surfaces and Fig. 13 shows the comparison 

of the downward-facing surfaces. Height data presented in Figs. 12 and 13 has been leveled 

by subtracting a best-fit plane from the data. Histograms of the height data are presented in 

Figs. 12(c) and 13 (c). Additionally, the histograms have been fitted with a normal gaussian 

distribution and shown as a red line in Figs. 12(c) and 13 (c) for comparison.

For the comparison of the upward-facing surfaces in Fig. 12, lower variations in height can 

be seen in Fig. 12(b) near the downward-facing edge (i.e., in the values near x = 5500 μm), 
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suggesting a more stable and consistent melt pool size and shape near the downward facing 

edge. This theory is also supported by the histograms in Fig. 12(c), which show a shorter 

and wider distribution in part 1 versus part 3. Additionally, part 1 shows more values at the 

highest points of the distribution than part 3, which is highlighted by the red arrows in Fig. 

12(c).

For the comparison of downward-facing surfaces in Fig. 13, the surfaces are very similar 

qualitatively; however, fewer values in the highest height range (i.e., z values of 150 μm to 

300 μm) can be seen in the surface near the top of the build (i.e., in the values from x = 6000 

μm to x = 8000 μm). Part 1 also shows a slightly shorter and wider distribution of heights in 

Fig. 13(c), although it is not as pronounced as the upward-facing surfaces, and more values 

at the highest points of the distributions, which is highlighted by the red arrows in Fig. 13(c).

In addition to the height distributions shown in the previous figures, average height values as 

a function of proximity to an edge are compared as this is where the GCF algorithm should 

have the most significant impacts to surface topography. For these comparisons, x and y 

positions are consistent with positions defined in Fig. 12 for the upward-facing surfaces and 

Fig. 13 for the downward-facing surfaces. To better show the impact of the GCF near the 

edge, a best-fit plane is found for the z values in the range of 0 μm ≤ x ≤ 4500 μm and 1000 

μm ≤ y ≤ 5000 μm and subtracted from all z values in the dataset for the upward-facing 

surfaces. For downward-facing surfaces, a best-fit plane is found for the z values in the range 

of 2400 μm ≤ x ≤ 4900 μm and 1500 μm ≤ y ≤ 4500 μm and subtracted from all z values in 

the dataset.

Fig. 14 shows the average height of the upward-facing surfaces for part 1 and part 3 as a 

function of position along the x-direction. The average height calculation is limited to values 

of y ≥ 1000 μm and y ≤ 5000 μm to prevent the influence of the vertical edges of the part in 

the analysis. In this figure, average height values approaching x =6000 μm are akin to 

approaching the downward-facing edge of the part and a statistically significant decrease in 

the height near the downward-facing edge of part 3 can be seen. It is theorized that this 

decrease in height is due to either a reduced consolidation of material and/or reduced 

residual stress, which would cause the part to curl up to higher values of z, from a more 

consistent melt pool size and shape near the downward-facing edge. Either of which would 

support the hypothesis that the GCF algorithm is improving part quality.

Similar analysis was performed for the downward-facing surfaces shown in Fig. 15. As 

previously mentioned, a best-fit plane is found for the z values in the range of 2400 μm ≤ x ≤ 

4900 μm and 1500 μm ≤ y ≤ 4500 μm and subtracted from all z values in the dataset. As 

with the upward-facing surface analysis, approaching values of x =6000 μm in Fig. 15 are 

akin to approaching the upward-facing surface of the part. Average values in Fig. 15 are 

limited to values where y ≥ 1500 μm and y ≤ 4500 μm to prevent influence from the vertical 

edges of the part in the analysis. In Fig. 15, there is a larger standard deviation in the 

datasets due to the larger variation in height of downward-facing surfaces compared to 

upward-facing surfaces [48] and little difference between part 1 and part 3 can be seen.
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While it was expected that the implementation of the GCF would improve part quality of the 

downward facing surfaces, particularly as we explore the data in Fig. 15, there is a lack of 

statistical difference between the two parts. This may be due to competing factors. It was 

expected that reductions in over-melting and variation of surface height (seen in Fig. 13) 

would create statistically significant differences in Fig. 15. This lack of difference, however, 

could be attributed to reductions in residual stress, which was previously mentioned as a 

reason for the differences seen in Fig. 14. Since Fig. 15 is showing the downward facing 

surfaces, increases in over-melting will create higher values of z and increases in residual 

stress will create smaller values of z in our dataset.

Thus, to further investigate the improvement in part quality due to the GCF, the arithmetic 

mean of the surface (Sa) and the root mean square height of the surface (Sq) as defined by 

ISO 25,178 [49] are calculated using the commercially available ConfoMap software. For 

this analysis, a 2.24 mm by 2.24 mm patch of the surfaces (3 × 3 FoV stitched measurement) 

was transferred to the software and leveled by subtracting a least square fit plane from the 

surfaces prior to calculation. By performing the analysis on a small area, the influence of 

residual stress hypothesized to be influencing data in Fig. 15 should be reduced. As 

expected, reductions in the unfiltered surface texture parameters Sa and Sq due to the 

implementation of the GCF can be seen in Fig. 16. Additionally, a digital gaussian filter as 

defined by ISO 16,610 [50] with a cut-off wavelength of 0.08 mm is applied to the surfaces 

separating the surface by waviness and roughness, which are the long and short spatial 

wavelengths, respectively. From this result we can see that the waviness (i.e., the longer 

spatial wavelengths) of the surface are contributing more to the reduction and surface texture 

parameters than the shorter spatial wavelengths. This also suggests that the reduction in 

surface texture is due to a more consistent melt pool depth, width, and length, whose 

measurements are on the order of hundreds of micrometers to millimeters, as opposed to the 

attachment of partially melted powder particles, whose diameters are on the order of tens of 

micrometers.

The surface topography shows a clear improvement in the downward-facing surface 

roughness for the part built with GCF adjustment (Fig. 16). While the upward-facing surface 

roughness is not significantly different since the self-recovery process of adding layers, the 

much higher warp at the edge for the part built without GCF shows the larger residual stress 

resulted from excessive heat (Fig. 15), which is exactly what the GCF compensates for.

4. Conclusions and discussion

This paper detailed a method and algorithm for controlling laser power in an LPBF process 

based on locally varying relative proportion of solid or powder material. A factor called the 

Geometric Conductance Factor (GCF) is calculated, and laser power is linearly scaled to the 

GCF throughout the build, which effectively reduces the power near part edges or 

overhangs. An overhanging structure was built as a demonstration. However, GCF can be 

applied to different geometries such as thin wall or lattice structures. The principle is the 

same, to compensate for the conductivity difference by adjusting the laser power.
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This algorithm was implemented on the controller of the NIST Additive Manufacturing 

Metrology Testbed. To test the algorithm, six parts were designed with varying overhang 

geometry and varying GCF parameters to test the effect on in-situ melt pool intensity 

measured via high-speed camera configured for co-axial melt pool monitoring. One of the 

parts (Part 1) used constant power level and nominal process parameters.

In-situ measurements showed that the GCF parameters that enabled more extreme reduction 

in laser power and most varied and controlled laser power during the build also resulted in 

the lowest measured melt pool intensity variation. Part 3, which had GCF parameters that 

created the most extreme power control, additionally showed reduced scorching on the 

downfacing overhang surface and was selected for more detailed comparison to Part 1. Part 

3 showed reduced elevation on the edge of the top, upward facing surface. Average and 

standard deviation of surface profile height on the down-facing surfaces showed little 

difference; however, there was measurable reduction in areal surface texture parameters. 

These factors are all consistent with the theory that controlled reduction of laser power near 

edges and overhangs contributed to a more consistent and uniform melt pool.

Overall, the experiment parameters and laser power settings selected in this study were 

relatively conservative to ensure all parts were printed successfully. However, results showed 

the part with the most highly varied and controlled laser power resulted in the most 

improvement in the measured part qualities. Therefore, while improvements were 

demonstrated, an ‘optimum’ set of model parameters was not conclusively determined. 

Nevertheless, the utility of this laser control algorithm was successfully demonstrated, and 

future research will utilize a combined simulation and experimental approach to determine 

true optimal GCF parameters. In addition, the effect on part qualities such as internal 

residual stress, microstructure heterogeneity, and concentration of pore or void defects will 

be studied.
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Fig. 1. 
LPBF laser control. XYL array is the digital commands for galvo position (XY) and laser 

power (L). Sample values are assigned to L to demonstrate how the laser power can be 

adjusted. Typical units for position (XY) are millimeters, and laser power is Watts.
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Fig. 2. 
GCF update example. The number in the grid indicates its current GCF value. The circle 

indicates the current laser position. The shaded circle indicates the instant when the melting 

just starts. P1 and P2 marked the first two scan points, (a) – (d) show how the GCF values 

change for P1 and P2 as the scan proceeds.
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Fig. 3. 
GCF update example continued. (a) – (c) show how the GCF value changes for each point as 

the scan proceeds from point P3 to P5.
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Fig. 4. 
Integration of GCF model into NIST Additive Manufacturing Metrology Testbed. (For 

interpretation of the references to colour in this figure text, the reader is referred to the web 

version of this article).
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Fig. 5. 
Schematic of laser delivery and co-axial melt pool monitoring system on the AMMT.
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Fig. 6. 
Test part design. The part has four connected overhanging wedges with width 5 mm, height 

10 mm and angles of 45, 60, 75, and 90 degrees respectively. Dimensions are in millimeters.
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Fig. 7. 
GCF models created by different A and B values. (1) is an STL plot of the original structure 

to represent the base.

Yeung et al. Page 24

Addit Manuf. Author manuscript; available in PMC 2021 June 16.

N
IS

T
 A

uthor M
anuscript

N
IS

T
 A

uthor M
anuscript

N
IS

T
 A

uthor M
anuscript



Fig. 8. 
Laser path and power plots for layer 380. (a) Layout of the six parts, arrow indicates the 

recoating direction. (b) Expanded view of the 45o overhangs. (c) Expanded view of part 3 to 

show the power variation. The dotted line rectangle indicated the location of (c) in (a) and 

(b).
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Fig. 9. 
In-situ melt-pool images intensity for layer 415 over the 45o overhang of part 1. The melt-

pool image intensity is plotted together with the laser power and speed.
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Fig. 10. 
(a) Top shows average laser power for each part, bottom shows average melt-pool image 

intensity. The ‘error’ bars represent one standard deviation. (b) Standard deviation of melt-

pool image intensity (represented as circle radii) vs. A and B parameters of the GCF model.
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Fig. 11. 
(a) six parts attached to the base plate as built, (b) – (d) are upward-facing, downward-

facing, and side-facing surfaces of the 45o overhangs. (For interpretation of the references to 

colour in this figure text, the reader is referred to the web version of this article).
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Fig. 12. 
For parts 1 and 3: (a) True-color image of the faceup surface, (b) false-color height map of 

the upward-facing surface, and (c) histogram of height values. (For interpretation of the 

references to colour in this figure text, the reader is referred to the web version of this 

article).
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Fig. 13. 
For parts 1 and 3: (a) True-color image of the facedown surface, (b) false-color height map 

of the downward-facing surface, and (c) histogram of height values. (For interpretation of 

the references to colour in this figure text, the reader is referred to the web version of this 

article).
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Fig. 14. 
Average height for values y such that 0 μm ≤ y ≤ 5000 μm at various positions along x for 

the upward-facing surfaces of part 1 and part 3.
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Fig. 15. 
Average height along the y-direction at various positions along x for the downward-facing 

surfaces of part 1 and part 3.
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Fig. 16. 
Surface roughness comparison for part 1 and part 3. Filter used is a digital gaussian filter 

with cutoff wavelength of 0.08 mm.
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Table 1

GCF values update.

GCF \ Scan points P1 P2 P3 P4 P5

Dynamic GCF 208.00 213.33 213.46 219.07 230.32

t1 208.00 - - - -

t2 213.33 213.33 - - -

t3 213.33 218.67 213.46 - -

t4 213.33 224.15 218.94 219.07 -

t5 219.09 229.91 224.70 224.84 230.32

Static GCF 219.09 229.91 224.70 224.84 230.32
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Table 2

Characteristics for high-speed co-axial melt pool monitoring system.

Pixel Pitch of Detector 8 μm

Window Size (H x V) 120 × 120 pixels

Instantaneous Field of View 8 μm/pixel

Magnification 1x

Frame Rate < 10 000 frames/s

Shutter Speed 20 μs

Bit depth 8-bit (256 digital levels)

Optical Filter Bandwidth 850 nm ± 20 nm
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