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V I R O L O G Y

Systematic profiling of protein complex dynamics 
reveals DNA-PK phosphorylation of IFI16 en route 
to herpesvirus immunity
Joshua L. Justice†, Michelle A. Kennedy†, Josiah E. Hutton†, Dawei Liu, Bokai Song,  
Brett Phelan, Ileana M. Cristea*

Dynamically shifting protein-protein interactions (PPIs) regulate cellular responses to viruses and the resulting 
immune signaling. Here, we use thermal proximity coaggregation (TPCA) mass spectrometry to characterize the 
on-off behavior of PPIs during infection with herpes simplex virus 1 (HSV-1), a virus with an ancient history of co-
evolution with hosts. Advancing the TPCA analysis to infer associations de novo, we build a time-resolved portrait 
of thousands of host-host, virus-host, and virus-virus PPIs. We demonstrate that, early in infection, the DNA sen-
sor IFI16 recruits the active DNA damage response kinase, DNA-dependent protein kinase (DNA-PK), 
to incoming viral DNA at the nuclear periphery. We establish IFI16 T149 as a substrate of DNA-PK upon viral infec-
tion or DNA damage. This phosphorylation promotes IFI16-driven cytokine responses. Together, we characterize 
the global dynamics of PPIs during HSV-1 infection, uncovering the co-regulation of IFI16 and DNA-PK functions 
as a missing link in immunity to herpesvirus infection.

INTRODUCTION
Dynamic cascades of virus–host protein interactions underlie the 
ability of viruses to replicate within host cells, as well as the commu-
nication between infected cells and their microenvironment. This is 
well portrayed for viruses that share an ancient history of coevolu-
tion with their hosts, such as members of the family Herpesviridae 
(1), where an expansive range of interactions reflect adaptations of 
cellular processes for the benefit of the virus or the host. The large 
genomes of herpesviruses, which frequently encode more than 70 viral 
proteins, drive the formation of hundreds of spatially and temporally 
tuned protein-protein interactions (PPIs) that regulate each stage of 
the replication cycle—viral entry, trafficking, replication, assembly, 
and egress events (Fig. 1A) (2). Dynamic protein interactions also 
allow the host cell to initiate defense mechanisms such as apoptosis, 
autophagy, and immune signaling.

At early stages of infection with nuclear-replicating herpes-
viruses, after virus entry into host cells, the viral capsid traffics 
through the cytoplasm and then docks at the nuclear pore. As the 
viral genome is ejected into the nucleus (Fig. 1A, steps 3 and 4), 
there is a crucial moment before the initiation of viral transcription 
when the viral DNA (vDNA) can be detected by host DNA sensors 
to trigger cytokine expression and alert nearby cells to mount de-
fense responses. To control herpesviruses, which establish lifelong 
latent infections in their hosts, this innate DNA sensing event is 
needed for the later establishment of an adaptive immune response 
that inhibits virus reactivation. One such nuclear DNA sensor is the 
interferon (IFN)–inducible protein 16 (IFI16), which moves to 
the nuclear periphery and forms oligomeric assemblies upon bind-
ing to vDNA (3–6). This host protein–vDNA interaction serves as 
a platform and launching point of antiviral signaling cascades that 

stimulate cytokine expression and suppress herpesvirus transcrip-
tion (7–10). Although the capacity of IFI16 to elevate cytokine 
expression is now recognized during a number of viral infections, 
many aspects of this host defense response remain unknown. It is 
not yet understood what regulatory mechanisms drive the localiza-
tion of IFI16 to the nuclear periphery and whether dynamic pro-
tein interactions are needed for downstream immune signaling and 
communication from the nucleus to other subcellular compart-
ments. Several studies show that the nuclear IFI16 can communi-
cate with the endoplasmic reticulum adaptor protein stimulator of 
interferon genes (STING), activating the TBK1-IRF3 (TANK-binding 
kinase 1 and Interferon regulatory factor 3) axis, although STING-
independent mechanisms have also been proposed. Furthermore, 
as IFI16 must be constitutively expressed to function as an antiviral 
sensor, the dynamic remodeling of its interactome after detection 
of vDNA is likely a central regulatory mechanism that prevents 
overstimulation and autoimmunity.

It is also known that, in response to IFI16-mediated host defense 
mechanisms, herpesviruses have acquired strategies to inhibit IFI16 
functions. Herpes simplex virus type 1 (HSV-1) induces IFI16 
proteolytic degradation through expression of the virally encoded 
E3-ubiquitin ligase, ICP0 (11), and the human cytomegalovirus 
(HCMV) tegument protein pUL83 interacts with IFI16 to block its 
aggregation (12). Other instances where viral proteins intersect with 
host responses to evade innate immunity are evident throughout the 
replication cycles of herpesviruses and can occur simultaneously 
within different cellular compartments. For example, early during 
HSV-1 infection, the tegument protein pUL41 inhibits host transcrip-
tion and translation to block immune responses that are triggered 
during capsid trafficking (13). The HSV-1 pUL37 and HCMV pUL31 
proteins, among others, interact directly with the cytosolic DNA cyclic 
GMP-AMP synthase (cGAS) to inhibit its immune functions (14–16).

These intertwined relationships between anti- and proviral 
mechanisms underscore the need to understand the global dynam-
ics of protein associations as they occur throughout infected cells. 
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Fig. 1. Leveraging thermal proteome profiling to characterize protein interactions at a global scale during HSV-1 infection. (A) Schematic representation of the 
herpes simplex virus 1 (HSV-1) life cycle from cellular entry; expression of the immediate early (IE), early (E), and late (L) genes; genome replication; and to virus assembly 
and egress over a time period of ~18 hours. (B) Workflow for thermal proteome profiling (TPP) sample preparation and subsequent data processing and computational 
analysis of uninfected and HSV-1–infected cells. (C) Overall consistency of protein signal detected across three biological replicates (A, B, and C), where the r value rep-
resents the pairwise Pearson correlation between replicates across all conditions (see also fig. S1C). (D) Principal components analysis (PCA) plot of all normalized protein 
abundances demonstrating the separation of different tandem mass tagging (TMT) channels (e.g., temperatures) and HSV-1 conditions (e.g., infection time points). x and 
y axes denote the percent of the data variance explained by principal components (PC) 1 and 2, respectively (see also fig. S1D). (E) Mean normalized (left) and log-logistic fitted 
(right) protein solubility curves for each condition across the temperature gradient. (F) Overlapping smoothed protein coaggregation curves for several expected inter-
actions (i.e., known interactions) represented in the dataset. Solid lines and shaded regions represent the mean and SD, respectively, for a given protein across conditions 
and biological replicates. Average Euclidean distance (E), Ex, and Ex z score values for each set of proteins are also reported.
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Immunoaffinity purification (IP) mass spectrometry (MS) and 
proximity labeling approaches ascorbic acid peroxidase (APEX) or 
biotin identification (BioID) have been proven valuable for uncovering 
virus–host protein interactions (2, 17). However, these methods 
are not designed to simultaneously track numerous protein com-
plexes in order to provide a global view of the interactome or to 
capture the dynamic behavior of proteins cell-wide. For example, 
while providing an in-depth view of specific bait-prey protein 
interactions, IP-MS and other affinity-based or proximity-based 
methods cannot be easily scaled to resolve the subsequent inter-
actions of a prey protein after it has dissociated from the bait. Yet, 
these dynamic and cascading protein interactions are at the core 
of the activation of cytokine expression by immune sensors.

Here, we used the thermal proximity coaggregation (TPCA) 
method to globally define the dynamics of host-host, virus-host, and 
virus-virus protein associations during HSV-1 infection, uncovering 
interactions that regulate IFI16-mediated antiviral responses. TPCA, 
which builds on the principle of thermal proteome profiling by MS 
(TPP-MS), provides an avenue to interrogate protein interactions 
throughout an entire cell system (18, 19). This method leverages the 
stabilizing nature of PPIs during exposure to a gradient of increasing 
temperatures, which causes interacting proteins to exhibit similar 
aggregation profiles, as quantified by MS. Upon stepwise heat dena-
turation, isobaric labeling and MS are used for measuring protein 
abundances, allowing melting curves to be simultaneously generated 
for thousands of proteins. The presence or absence of a protein 
interaction can be inferred by assessing melting curve similarity (or 
proximity) for different proteins. To date, TPCA has been used to 
identify drug targets, characterize PPI dynamics during cell cycle 
progression, and investigate the impact of a PTM on thermal stabil-
ities (18–22). Demonstrating its applicability to viral infection studies, 
our laboratory has previously used TPCA to monitor the temporal 
assembly and disassembly of protein complexes during HCMV in-
fection (23). HCMV infection occurs over a relatively long period of 
time (120 hours) and with relatively well-defined, synchronous stages 
of infection. In contrast, HSV-1 infection takes place in less than 
24 hours, with temporal overlap in key events in the virus replication 
cycle, which brings additional challenges to deciphering how PPIs 
are regulated on a system-wide scale during infection. In the present 
study, we construct a system-level portrait of protein interactions as 
they fluctuate throughout the HSV-1 replication cycle. We charac-
terize the regulation of hundreds of functional cellular protein com-
plexes, as well as expand the TPCA method to infer PPIs de novo. 
With a focus on uncovering interactions driving immune signaling 
responses, we temporally resolve protein interactions with IFI16. 
This analysis uncovers that, already by 1 hour postinfection (HPI), 
IFI16 associates with a master regulatory kinase of the DNA damage 
response (DDR), DNA-PK. We interrogate the function of this 
temporal association by integrating microscopy, virology, phospho
proteomics, and mutagenesis assays. We show that IFI16 is necessary 
for the recruitment of active DNA-PK at sites of viral genome deposi-
tion within the nuclear periphery. Furthermore, IFI16 and DNA-PK 
have coordinated functions in driving host antiviral responses. We 
establish IFI16 as a substrate of DNA-PK and discover the IFI16 
T149 phosphorylation site as a regulatory hub for immune response. 
Together, this study provides unprecedented insights into the PPIs 
that drive HSV-1 replication, the cellular response to herpesvirus 
infections, and the strategies that these viruses may use to suppress 
antiviral responses.

RESULTS
Leveraging TPCA to temporally resolve the global dynamics 
of protein interactions during HSV-1 infection
With the goal of globally characterizing the dynamic assembly and 
disassembly of protein complexes during HSV-1 infection, we 
performed TPCA throughout the viral replication cycle (Fig. 1A). 
Samples were collected at 0, 1, 3, 8, and 15 HPI in primary human 
foreskin fibroblast (HFF), a gold-standard model system for studying 
primary HSV-1 infection (Fig. 1B). These time points span stages 
of HSV-1 replication, including innate immune sensing and viral 
immediate early (IE) protein expression (1 to 3 HPI), vDNA repli-
cation (3 to 8 HPI), and assembly and egress of newly formed virus 
particles (8 to 15 HPI). Samples were divided into ten fractions, 
whereafter each fraction was exposed to increasing temperatures 
(37° to 64°C in 3°C increments), which was shown previously to be 
sufficient to produce log-logistic protein denaturation curves that 
are needed to assess protein interactions via TPCA (19, 23). The 
soluble proteins were then quantified by tandem mass tagging 
(TMT)–MS. To augment protein detection across samples, we 
also included a pooled reference channel of uninfected and 18 HPI 
samples. Of the ~6400 proteins that were detected, ~5200 proteins 
were quantifiable across all temperatures, time points, and three bio-
logical replicates with at least two peptides (fig. S1A and table S1). 
Among these were 50 to 60 viral proteins, representing ~75% of 
viral genes (fig. S1B). High reproducibility was observed between 
biological replicates (Fig. 1C and fig. S1C). Principal components 
analysis (PCA) showed that the overall variability was primarily 
driven by temperature changes, rather than variability between 
replicates and time points of infection (Fig. 1D and fig. S1D), 
suggesting that HSV-1 infection induces targeted rather than global 
changes to protein complex dynamics.

To process data for coaggregation analysis, protein abundance 
values were normalized across temperatures to generate standard-
ized solubility curves that are fit by a three-parameter log-logistic 
function (Fig. 1E). To quantify the extent of overlap between pro-
tein solubility curves, we calculated the Euclidean distance between 
all pairwise combinations of proteins in a given sample (fig. S1E). 
We also calculated Ex distances to constrain Euclidean distances 
between zero and one and better fit a normal distribution (fig. S1F). 
From these transformed Ex values, we then determined standard-
ized Ex z scores, which represent how a given Ex value compares to 
the rest of the population (fig. S1G). Possible protein associations 
were suggested by low Euclidean distance values between thermal 
curves, which correspond to high Ex and Ex z scores.

Confirming the ability of TPCA to capture PPIs, a number of 
known protein complexes were evident at different infection time 
points (Fig. 1F). This included the capsid-associated viral pro-
teins CVC1 (capsid vertex component 1), CVC2, and pUL36, which 
exhibited overlapping solubility curves as early as 1 HPI, likely rep-
resenting incoming viral particles. We also observed an extensive 
overlap between the cellular IFN-inducible proteins IFIT1, IFIT2, 
and IFIT3 at 3 HPI, a time point when host cells initiate a range of 
antiviral responses. The assembly of dynein complex subunits 
was observed in both uninfected and infected states, likely because 
of the roles of these proteins in trafficking of virus particles (24). 
Together, the assessment of the data quality and reproducibility 
and the observed known interactions support the ability of TPCA 
to map dynamic protein complex assemblies throughout the rel-
atively rapid HSV-1 infection cycle.
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Convergent and divergent regulation of protein complex 
dynamics during herpesvirus infections
A strength of the TPCA method is the capacity to monitor the 
dynamics of functionally annotated protein complexes, which can 
reveal signature complex activities that may affect infection. There-
fore, we measured the association of known functional protein com-
plexes from the CORUM (Comprehensive Resource of Mammalian 
Protein Complexes) database (25) to determine whether they are 
represented in our dataset and how they are regulated during 
HSV-1 infection. Within our dataset, we found 1187 CORUM complexes 
with >40% of subunits present for complexes with ≥3 members or 
100% for two-member complexes (table S2). A range of different 
complex sizes (member numbers) was represented in the dataset 
(fig. S2A). Of these complexes, more than 200 were observed as be-
ing significantly associated (z score ≥ 1.5) at any given time point. 
The complexes that passed our significance threshold did not show 
a bias for complex size when compared to the overall population dis-
tribution (fig. S2A). Many of these complexes displayed dynamic 
behavior during infection (Fig. 2A). The observed changes included time 
point–dependent associations and dissociations or gradual changes 
in complex membership. Hierarchical clustering of these dynamic 
complexes revealed functional clusters linked to cell cycle control, DNA 
and RNA regulation and metabolic processes, and translation (Fig. 2A).

The nature and temporality of the complex dynamics that we 
characterized were consistent within the context of HSV-1 replica-
tion. For example, by 1 to 3 HPI, we saw robust association of the 
NFKB1 (Nuclear Factor Kappa B Subunit 1)–signal transducer and 
activator of transcription 3 (STAT3) complex, which is involved in 
immune signaling (26) and implicated in viral gene expression 
(Fig. 2B) (27). We also observed an association of Condensin I com-
plex subunits at 3 HPI, followed by their dissociation at 8 HPI when 
the viral genome replicates. Given that Condensin I is active after 
cellular DNA replication to block reamplification of the genome 
(28), this temporal dissociation by HSV-1 may be a strategy allowing 
for multiple rounds of vDNA synthesis. As another example, we found 
that the ESCRT (endosomal sorting complex required for transport) 
II complex assembles late during infection, when it may play a role 
in virus egress. The importance of ESCRT complexes, particularly 
ESCRT III, during herpesvirus infection is well established (29). 
However, whether ESCRT II plays a role in this process and how 
this may manifest remain unclear.

Next, to determine whether these complex regulatory events are 
unique to HSV-1 infection or more broadly conserved between sev-
eral herpesviruses, we compared this temporally resolved CORUM 
complex analysis with our previous TPCA study during HCMV in-
fection (23). Hierarchical clustering of changes in protein complex 
assembly and subunit abundance was performed to compare early 
and late stages of HSV-1 and HCMV infections (Fig. 2C). An example 
of a difference between these viruses is our finding that HSV-1 in-
creased protein abundances and tighter associations within 40S and 
60S ribosomal subunits (Fig. 2C). This may reflect an increased demand 
for viral protein expression that is required by the -herpesvirus 
cycle, which must accomplish many of the same tasks and the same 
amount of virus production in a shorter period of time. Conversely, 
ribosomal subunit complex associations diminished during early 
HCMV infection, likely reflecting the host response, and increased 
late during infection when the viruses induces high expression of the 
eIF4 (eukaryotic initiation factor 4) proteins to increase translation 
(30). We additionally observed several protein complexes that were 

similarly regulated by both viral infections. For example, the NFKB1-
STAT3 complex that we observed to associate early during HSV-1 
infection also assembled upon HCMV infection. The CyclinD3-
CDK4-CDK6-P21 complex that regulates S phase entry (31) was dis-
assembled during the early stages of both infections, which may reflect 
the replication of herpesviruses in G1 phase. Last, the CCC complex 
that we previously reported to be assembled late during HCMV 
infection to promote viral production (23) was also induced during 
the late stage of HSV-1 infection. Together, this analysis of CORUM 
complex assemblies highlights the idea that TPCA can provide a 
functional and cell-wide snapshot that can contextualize cellular pro-
cesses disrupted by viral infection or induced for antiviral responses.

Investigating the functional landscape of thermal profiling 
proteomics data
Although the TPCA method has only recently been used to interrogate 
protein interactions on a broad scale, one limitation that has become 
evident is that some protein aggregation curves are not well fit by 
the log-logistic function. To better understand the functional land-
scape of protein associations that can be probed by TPCA, we cal-
culated the mean square error (MSE) for protein solubility curves 
compared to their fitted, log-logistic representations (Fig. 3A and 
table S3). As expected, most proteins were well modeled by the log-
logistic function, as shown by small MSE values (<0.01) on average 
across all conditions. A small proportion (~2%) of proteins had 
relatively large MSE values (>0.2) and did not fit a log-logistic pattern 
(Fig. 3B). Overrepresentation analysis of this subset showed enrich-
ment for proteins associated with cellular membranes and secretory 
vesicles (fig. S2B). This is perhaps expected since membranous 
proteins are difficult to isolate using weak lysis conditions that help 
maintain PPIs. The future implementation of different lysis buffer 
conditions that provide access to distinct subcellular compartments 
while retaining protein associations may help to interrogate inter-
actions with proteins that are not well captured via TPCA. However, 
it was reassuring to observe that, of the proteins well represented 
by the TPCA data, there was a good representation across all major 
organelles and a wide variety of cellular processes (Fig. 3C and fig. S2, 
C and D). Represented in the data were nearly 500 different pathways 
from Kyoto Encyclopedia of Genes and Genomes (KEGG) and 
Reactome, as well as more than 400 different protein domains and 
1500 functional ontology pathways (fig. S2C). This underscores the 
broad scope of biological processes and pathways that can be moni-
tored simultaneously by this method.

De novo modeling of virus-virus and virus-host interactions 
throughout HSV-1 infection
To further advance the TPCA analysis toward a system-level tool for 
interrogating protein-protein associations, we sought to complement 
our analysis of known protein complexes by also extracting putative 
de novo interactions from the dataset. We first asked to what extent 
different Ex z score cutoffs enrich for known interactions represented 
in the CORUM and STRING databases. By examining the relative 
enrichment for known interactions when the z score for a set of 
proteins passes a specific cutoff across any and/or all replicates, we 
observed that increasing Ex z scores highly enriches for known 
interactions. This enrichment increased as z scores approached 2.0. 
To therefore establish a set of criteria to predict de novo interactions, 
we used an iterative testing of z score cutoffs to determine their 
capacity to enrich for known interactions (Fig. 3D). This led to a first 



Justice et al., Sci. Adv. 2021; 7 : eabg6680     18 June 2021

S C I E N C E  A D V A N C E S  |  R E S E A R C H  A R T I C L E

5 of 19

A

z
erocs

A
.dnub

1
3
8
15

HPI
0
1
3
8
15

ESCRT II Condensin I NFKB1-STAT3

A
K

KI
-

 
B

K
KI

IT
G
A
6-
IT
G
B
4-

 21/01nini
maL

IT
G
A
6-
IT
G
B
4-

 21/01nini
maL S
H
A
R
P
-C
tB
P bus 

G
O

C cire
marteT

C
O
G
5-
C
O
G
6-
C
O
G
7 
su
b

N
C
O
R
-S
IN
3-
H
D
AC

1 
IT
G
A
5-
IT
G
B
4 

N
C
K
A
P
1-
W
A
S
F3

-R
AC

1 
G
IN
S
 

C
D
K2

-C
C
N
A2

 
U
bi
qu
iti
n 
E
3 
lig
as
e 
(C
U
L3
, K

LH
L4
2)

C
la
ss
 C
 V
ps

(V
P
S
11
, V

P
S
18
, V

P
S
16
)

C
C
C
 

C
O
M
M
D
1-
C
C
D
C
22
-C
C
D
C
93
-C
16
or
f6
2 

U
bi
qu
iti
n 
E
3 
lig
as
e 
(T
R
IM
25
, D

D
X5

8)
IS
G
F3

IL
K
-L
IM
S
2-
P
A
R
V
A
 

C
O
R
VE

T 
H
O
P
S
 

M
E
P
50
-P
R
M
T5

-IC
LN

 
TB

C
D
-A
R
L2
-tu

bu
lin
(b
et
a)
 

A
B
I1
-W

A
S
L 

E
lo
ng
at
or
 c
or
e 

tR
N
A
 s
pl
ic
in
g 
lig
as
e 

K
u 
an
tig
en
-Y
Y
1-
al
ph
aM

yH
C
 p
ro
m
ot
er
 

D
yn
ei
n-
dy
na
ct
in
 

C
D
C
37
-H
S
P
90
A
A
1-
H
S
P
90
A
B
1-
M
A
P
3K

11
 

C
O
P9

 s
ig
na
lo
so
m
e 

A
D
A
-D
P
P
4 

C
BP

80
/2
0-
de
pe
nd
en
t t
ra
ns
la
tio
n 

C
C
D
C
93
-C
O
M
M
D
1-
C
O
M
M
D
6 

C
C
C
-W

as
h 
(W

AS
H
1,
 F
A
M
21
C
) 

C
O
M
M
D
1-
C
C
D
C
93
-C
16
or
f6
2 

R
ib
os
om

e,
 c
yt
op
la
sm

ic
60
S
 ri
bo
so
m
al
 s
ub
un
it,
 c
yt
op
la
sm

ic

40
S
 ri
bo
so
m
al
 s
ub
un
it,
 c
yt
op
la
sm

ic
40
S
 ri
bo
so
m
al
 s
ub
un
it,
 c
yt
op
la
sm

ic

R
P
A
P
1-
R
P
B
2-
R
P
B
3 

PC
N
A-
p2
1 

A
po
pt
os
is
-a
nd
 s
pl
ic
in
g-
as
so
ci
at
ed
 p
ro
te
in

N
EL

F 
 (N

eg
at
iv
e 
el
on
ga
tio
n 
fa
ct
or
 )

R
N
F2

0-
R
N
F4

0-
U
bE

2E
1 

IT
C
H
-U
S
P
9X

 
A
IP
4-
D
TX

3L
 Heatmap keys

<1.25 1.25 1.96 ≥1.96

Ex z score

0.0-0.5 1.5

Abundance
(log2 infected/mock)

≥1.5

NCAPH

NCAPG

NCAPD2

B

En
tr
y 
an

d 
im

m
un

e
re
sp

on
se

G
en

e 
ex
pr
es
si
on

 a
nd

 
re
pl
ic
at
io
n

A
ss
em

bl
y

an
d 
eg

re
ss

NFKB1
STAT3

VPS36
SNF8

VPS25

C
α
βE
α
βL∆

z
sc
or
e

α
βE
α
βL∆

 A
bu
nd
.

+ + + + + + + + + + + + + + + + + + + +
+ + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + +

+ + + + + + + + + + + + + + + + + + + + + + + + + +
+ + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + +

2182 30
6

30
8

30
5

33
8

29
21

75
62

35
29

35
25

69
99

75 11
65

72
23

73
16

60 24
32

63
94

81
5

27
17

71
32

71
31

71
34

71
27

17
34

65
40

11
32

21
9

63
95

13
47

26
6

27
8

63
89

63
88

65
03

18
63

53
61

61
71

61
82

72
62

71
26

16
0

52
39

60
79

51
01

10
64

30
34

22
97

1PAP
R

-
2BP

R
-

 3BP
R

ci
msalpotyc ,e

mosobi
R

tinubus la
mosobir 

S06
tinubus la

mosobir 
S04

tinubus la
mosobir 

S04
SH

AR
P-
C
tB
P 

NC
KA

P1
-W

AS
F3

-R
AC

1 
C
O
G
5-
C
O
G
6-
C
O
G
7 
su
b

Te
tra

m
er
ic
 C
O
G
 s
ub

SE
PH

S1
-S
EP

HS
2…

 
TS

C
1-
TS

C
2 

R
NF

20
-R
NF

40
-U
bE

2E
1 

M
M
S1

9-
FA

M
96
B 

NF
KB

1-
ST

AT
3 

IS
G
F3

IT
G
A2

-IT
G
B1

 
C
NO

T1
-C
NO

T2
-C
NO

T3
 

M
R
IP
-M

BS
-R
HO

A 
TR

IM
25
, D

D
X5

8
C
C
D
C
22
-C
C
D
C
93
…
 

C
O
M
M
D
1-
C
C
D
C
22
…
 

C
O
M
M
D
1-
C
C
D
C
93
…
 

G
SK

IP
-G

SK
3B

-P
R
KA

R
2A
 

SF
3A

1-
SF

3A
2-
SF

3A
3 

G
PX

1-
SB

P1
 

R
FC

2-
R
Ia
lp
ha
 

C
AN

D
1-
C
UL

1-
R
B
X1

 
4E

-T
-D
D
X6

-C
NO

T1
 

NP
C
 s
ub

R
AD

17
-R
FC

 
R
FC

 c
or
e 

HO
PS

 
C
O
R
VE

T 
SO

S1
-A
BI
1-
EP

S8
L2
 

TS
G
10
1-
VP

S3
7B

-V
PS

28
 

C
el
l d
ivi
si
on
 c
yc
le

ST
R
IP
AK

 
PP

2A
 A
/C
-s
tri
at
in
 

3-
Hy

dr
ox
ya
cy
l C

oA
…

HS
PA

9-
G
R
PE

L1
-G

R
PE

L2
…
 

C
on
de
ns
in

II
C
AP

(C
)-
C
AP

(E
) 

BA
G
6-
HS

PA
2 

C
yc
lin
D
3-
C
D
K4

-C
D
K
6-
P2

1 
IF
P3

5-
NM

I 
PA

C
1-
PA

C
2 

AB
I1
-W

AS
L 

α β
E

α β
L

∆z score

α β
E

α β
L

∆Abund.

5316
9816

89
7051

nitirreF
SRgrA - SRnlG - 1PMIA

8/6ceStsycoxE
OTUB1-UBC13- 2SMM

+
+
+
+

+
+
+
+

+
+
+
+

+
+
+
+

Heatmap keys

Abundance
(log2 infected/mock)

0.0 0.5-0.5

Ex z score
+ Indicates Ex z score ≥ 1.5

0.0 1.0-1.0

α
βE
α
βL∆

 z
sc
or
e

α
βE
α
βL∆

 A
bu
nd
.

4516
1AAK

RP
-

2BAK
RP

-
1

GAK
RP

05PE
M

-
5T

M
RP

-
NL

CI
M
NK

1-
eI
F4

F 
TN

F-
gnilangis 1

R
HN

R
PF

-H
N
R
P
H
1 

Su
cc
in
yl
-

esatehtnys Ao
C

D
C
S

IL
K-
LI
M
S2

-P
AR

VA
 nietorp 3/2prA

20
S
 p
ro
te
as
om

e
PA

28
ga
m
m
a-
20
S
 p
ro
te
as
om

e
AP

1 
ad
ap
to
r 

AP
1B

1-
AP

1G
2-
AP

1M
-…

C
O
P9

 s
ig
na
lo
so
m
e 

El
on
ga
to
r 
co
re
 

D
yn
ei
n 

D
yn
ei
n-
dy
na
ct
in
 

M
ul
tis
yn
th
et
as
e 

C
C
T

BB
S-
ch
ap
er
on
in
 

eR
F1

-e
R
F3

-G
TP

-M
g(
2+

) 
Ku

 a
nt
ig
en
 

SN
X 
 (S

NX
1,
 S
NX

6)
PP

2A
-N
R
3A

 
AP

PB
P1

-U
BA

3 
PA

70
0 

SU
A1

-U
BA

2 
KC

NQ
1 
m
ac
ro
m
ol
ec
ul
ar
 

C
AP

Za
lp
ha
-C
AP

Zb
et
a 

PA
28
 

SN
X

M
D
C
1-
M
R
E1

1-
R
AD

50
-N
BS

1 
R
/M

  (
R
AD

50
-M

R
E1

1 
)

M
R
N 
 (M

R
E1

1-
R
AD

50
-N
BN

 )
C
D
C
37
-H
SP

90
AA

1…
m
TO

R
  (
M
TO

R
, R

AP
TO

R
)

ES
C
R
T
I 

C
C
C
 

C
C
D
C
93
-C
O
M
M
D
1…

M
C
M
 

ES
C
R
T
II 

M
C
M
2-
M
C
M
6-
M
C
M
7 

M
C
M
4-
M
C
M
6-
M
C
M
7 

M
C
M
2-
M
C
M
4-
M
C
M
6-
M
C
M
7 

R
IN
1-
ST

AM
2-
HR

S 
C
on
de
ns
in
 I
 

C
on
de
ns
in
 I
-P
AR

P-
1-
XR

C
C
1 

83
7

52
53

63
47

12
87

39
3

12
88

69
20

27 19
1

19
4

36 74
76

21
74

27
16

60
38

60
39

30
40

12
6

62
47

80
9

32
8

10
58

70
05

21
62

32 57
56

52
0

64
83

30 10
70

22
18

72 71 21
12

29
85

11
92

66
45

71
33

38
7

11
87

14
52

27
91

27
92

36
77

10 15
9

+ + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + +
+ + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + +
+ + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + +

+ + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + +

Fig. 2. CORUM complex dynamics during HSV-1 infection and a comparative analysis with HCMV infection. (A) Hierarchical clustering of CORUM complex dynamics 
during HSV-1 infection. Any complex passing filtering criteria with an average Ex z score ≥ 1.5 across subunits is represented, and both Ex z scores and changes in complex 
abundance (relative to mock) are plotted. The table below the heatmaps shows the names of selected complexes denoted in the above heatmaps. (B) Dynamic interaction 
properties of NFKB1-STAT3 (top), Condensin I (middle), and ESCRT II (bottom) complexes during infection with HSV-1. For each complex, all subunits are represented, and 
each data point represents the Ex z score for a given pair of subunits. Gray lines connect data points for a given pair of subunits across infection time. (C) Comparison of 
CORUM complex dynamics during HSV-1 (this study) versus HCMV (23) infection. Heatmaps reflect the average change in complex Ex z scores (relative to the previous 
time point) and abundances (relative to mock) for each complex across both infections for early (HSV-1, 3 HPI; HCMV, 24 HPI) and late (HSV-1, 15 HPI; HCMV, 96 HPI) infection 
time points. Only complexes meeting our filtering and significance criteria for both viruses are shown.
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Fig. 3. Investigating the functional landscape of thermal profiling data and developing an approach to enrich for putative de novo interactions. (A) Box-and-
whisker plots representing the MSE (i.e., prediction error) for fitted log-logistic protein curves versus normalized solubility values. Boxes span the interquartile range (IQR), 
while whiskers extend to 1.5*IQR, and outliers outside of this range are plotted in black. The gray dashed line represents an MSE cutoff of 0.2 used for subsequent analyses. 
(B) Coaggregation curves for proteins with MSE values above and below 0.2. Solid lines and shaded regions represent the mean and SD, respectively, for each category 
across proteins, conditions, and replicates. (C) Coaggregation curves for proteins localized to different subcellular compartments. Solid lines and shaded regions represent 
the mean and SD, respectively, for proteins annotated to reside within a given organelle across conditions and replicates. (D) Contour plot showing known interaction 
enrichment (as represented in CORUM and STRING databases) at increasing Ex z score values when the Ex z scores for a given combination of proteins reach a specific 
cutoff for all (x axis) or any (y axis) replicate(s). The black dashed lines represent the significance cutoff used to define putative predicted interactions in the rest of this 
study. (E) Number of putative de novo interactions obtained by applying different Ex z score cutoffs. (F) Box-and-whisker plots showing the distribution of predicted 
number of interactions per protein at a given time point upon thresholding z scores at the specified cutoff described in the manuscript. (G) Temporal interactions 
between viral proteins across infection time. Edges represent pairwise Ex z scores between proteins that pass de novo interaction significance thresholding.
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cutoff requiring a z score ≥ 1.96 (top 5% of putative interactions) in 
at least one replicate, which selected for high-confidence putative 
interactions. An additional cutoff was set, requiring the Ex z score for 
a protein pair to be ≥1.64 (top 10% of putative interactions) across all 
replicates for a given time point, which selected for likely consistent inter-
actions. Our application of this dual threshold helped filter out putative 
interactions with a spuriously high z score in a single replicate (Fig. 3E). 
Using these parameters for predicting de novo interactions, we observed 
that any given protein forms 0 to 300 putative interactions that, on 
average, yielded Ex z scores exceeding 2.0 (Fig. 3F and table S4).

Among the resulting putative de novo interactions, we first 
interrogated the temporal dynamics of viral protein associations. The 
observed virus-virus interactions matched the progression of the 
HSV-1 replication cycle (fig. S3). For example, hubs of interactions 
were observed for the viral capsid and tegument, as illustrated by the 
tegument proteins pUL36, pUL37, and pUL49. Temporal regulation 
was also evident for interactions between components of the viral 
replicase complex [UL30, DBP (Major DNA-binding protein), and 
UL2], which occurred at 8 HPI when viral genome amplification is 
robust (fig. S3). We further visualized the temporality of virus-virus 
interactions by constructing a network of TPCA-inferred associa-
tions (Fig. 3G). Consistent with its role as a viral transcription factor 
that orchestrates events early in infection, ICP4 was a hub for viral 
PPIs at 3 HPI. Alternatively, the viral glycoprotein gD, which is 
necessary for envelopment, served as a focal point for PPIs at 8 
and 15 HPI when mature virions are produced.

In addition to virus-virus protein interactions, our analysis also 
pointed to the formation of numerous temporally regulated virus-
host PPIs (Fig. 4A). The number of interactions per protein was 
monitored in conjunction with the temporal abundance of the viral 
proteins (Fig. 4A). In agreement with the cascade of viral gene ex-
pression, an increasing number of virus-host associations was ob-
served with the progression through the replication cycle (Fig. 4B). 
From the ~1500 TPCA-derived virus-host PPIs, we saw representation 
of a wide range of biological processes that are known to be affected 
during viral infection, including intracellular transport, metabolism, 
and mRNA splicing (Fig. 4C). Viral proteins that drove these virus-
host interaction hubs were also evident, but these seem to be different 
from the hubs driving virus-virus PPIs (Fig. 4A). The temporality of 
these interactions again corresponded with key events in viral infec-
tion. For example, UL42, a component of the viral replicase, gained 
interactions at 3 HPI, a time point when vDNA replication begins. 
We also noticed more specific viral protein interactions with CORUM 
complexes, such as the dynamic association at 8 HPI between the 
viral exonuclease, UL12, and the KU complex that is important for 
DNA repair (Fig. 4D). UL12 is required for DNA repair events that 
produce vDNA that can be packaged and has been shown to interact 
with cellular DNA repair proteins, including the KU complex (32). 
In addition, UL48, a viral protein that regulates assembly and egress, 
associated with the ESCRT II complex at 8 HPI, highlighting the 
need for future investigation of this complex in the context of infection. 
Another cluster of interactions was observed for the viral dUTPase 
(deoxyuridine 5′-triphosphate nucleotidohydrolase) protein, DUT 
(or UL50), which changed between 3 and 8 HPI. Specifically, we 
noticed that DUT interacted dynamically with the NFKB1-STAT3 
complex by 8 HPI (Fig. 4D) and also gained interactions with 
nuclear factor B (NF-B)–linked proteins, including IFI16 and 
IKBKB (Inhibitor of NF-kB kinase subunit beta) (Fig. 4E). Although 
no such interaction has been reported for HSV-1, DUT regulates 

inflammatory responses and triggers NF-B activation during 
Epstein-Barr virus infections, respectively (33). Although NF-B is 
well known to mediate immune responses, its inhibition decreases 
herpesvirus replication (27), indicating that this transcription fac-
tor also has a proviral role. Overall, we found that virus–host protein 
interactions were poised to regulate critical cellular defense pro-
cesses, such as the regulation of IFI16 and NF-B.

IFI16 interacts with DNA-PK at sites of vDNA deposition at 
the nuclear periphery by 1 HPI
To better understand the host antiviral response, we next character-
ized the temporal interactions of the DNA sensor IFI16 (Fig. 5A). 
Although known to be critical for the innate response to herpesvirus 
infections (3, 4, 6), the dynamic processes that allow IFI16 to local-
ize and bind to vDNA and then trigger cytokine expression remain 
unknown. From our TPCA analysis, we predicted 154 proteins that 
putatively interact with IFI16 at any time point of infection or in 
uninfected cells (Fig. 5A). Several clusters of interactions were linked 
to translation, splicing, DNA repair, IFN signaling, and the NF-B 
response. This fits well with the known IFI16 functions to suppress 
viral transcription and stimulate cytokine expression (5, 10). We 
overlaid our TPCA-inferred interactions with prior knowledge from 
IP-MS studies (Fig. 5B and table S5) (5, 10, 34, 35), which allowed us 
to understand the temporality of known interactions, as well as un-
cover previously unrecognized interactions. This comparison showed 
that ~40% of TPCA-predicted interactions were identified by IP-MS 
analysis with high specificity. For example, TPCA analysis revealed 
that the known IFI16 interaction with STAT1, STAT2, and STAT3 
proteins is temporally regulated, and the association with STAT1 
and STAT3 appears to be mutually exclusive. Of the interactions that 
were previously unreported, many proteins have STRING associa-
tions with known IFI16 interactors (Fig. 5A). This observation high-
lights an advantage of TPCA to identify PPIs that may be stabilized 
through nucleic acid intermediates or that associate only under native 
cellular conditions. By considering these dynamic IFI16 associations 
in conjunction with changes in protein abundances (Fig. 5C), additional 
insights into the regulation of these interactions were obtained. For 
example, IFI16 coaggregated with the NF-B activator, IKBKB, at 3 HPI, 
a time point that coincides with a sharp decrease in IKBKB abundance 
and an increase in NFKB1 levels (Fig. 5C). By the next time point of 
infection (8 HPI), IFI16 gained an association with NFKB1 and STAT3, 
which may induce an inflammatory response during infection.

We were particularly interested in proteins that gained an inter-
action with IFI16 rapidly after viral infection, as these may contribute 
to DNA sensing or the regulation of the antiviral response (5, 36). 
One such interaction that satisfied these criteria was with XRCC5 
(X-ray repair cross complementing 5) and XRCC6, which we pre-
dicted to associate with IFI16 by 1 HPI and then disassemble after 8 
HPI (Fig. 5D), which coincides with a dynamic association between 
IFI16 and DUT and the KU complex with UL12 discussed above 
(Fig. 4, D and E). XRCC5 and XRCC6 form a heterodimer (KU com-
plex) that is essential for the recognition of double-stranded DNA 
breaks (DSBs) in the nucleus and vDNA in the cytosol (37). After 
binding to DNA, the KU complex recruits the kinase subunit of the 
DNA-PK holoenzyme, DNA-PK catalytic subunit (DNA-PKcs), to 
activate the DDR and stimulate cytokine secretion (Fig. 5E) (37).

IFI16 coaggregated with the KU complex at 1 to 3 HPI, a time 
point that coincides with IFI16 binding to incoming vDNA at the 
nuclear periphery (5) Therefore, we next assessed the subnuclear 
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Fig. 4. Virus–host protein interaction dynamics throughout HSV-1 infection. (A) Heatmap depicting the number of predicted virus-host interactions for each detected 
viral protein and relative viral protein abundances throughout infection (scaled to their maximum value across all conditions). (B) Number of predicted virus–host protein 
interactions at each time point following infection. (C) Bar plot showing terms that are overrepresented in the subset of host proteins that are predicted to interact with 
viral components. (D) Ex z scores for NFKB1-STAT3 complex interactions across infection time with itself and with the viral protein DUT. Solid data points represent Ex 
z scores surpassing the de novo interaction threshold. Ex z scores for ESCRT II complex interactions across infection time with itself and with viral proteins UL48 and TK. Ex 
z scores for Ku antigen complex interactions across infection time with itself and with the viral protein UL12. (E) Interaction network of DUT interactions with immune-related 
complexes and the antiviral DNA sensor IFI16 at 8 HPI relative to 3 HPI. N.D., not detected.



Justice et al., Sci. Adv. 2021; 7 : eabg6680     18 June 2021

S C I E N C E  A D V A N C E S  |  R E S E A R C H  A R T I C L E

9 of 19

A B

C

D E

F G H

Fig. 5. IFI16 interacts with the DNA-PK complex at vDNA in the nuclear periphery. (A) Protein interaction network of TPCA-derived IFI16 PPIs. Gray lines indicate 
STRING interactions, and proteins are clustered by annotation (STRING and Reactome). Heatmaps above the nodes represent significant Ex z scores for IFI16 interactions 
with that node at 0, 1, 3, 8, and 15 HPI time points. Proteins previously identified to associate with IFI16 by IP-MS are labeled in blue. N.S., not significant. (B) Pie chart 
showing the proportion of overlap with IFI16 IP-MS studies for TPCA-inferred interactions. (C) Heatmap of protein abundances over the HSV-1 infection time course relative 
to the uninfected control. (D) Smoothed protein aggregation curves for IFI16 (dark blue), XRCC5 (teal), and XRCC6 (green) at each time point of infection. (E) Model for the 
DNA-PK DDR to DSBs and vDNA. (F and G) DNA-PKcs pS2056 (red) staining for immunofluorescent microscopy (IFA) at 100× after wild-type (WT) HSV-1 infection (3 HPI) 
with staining (green) for either (F) IFI16 or (G) ICP4. Scale bars, 5 or 1 m in the inset (dashed box). The dashed line in the inset represents line scans for spatial quantification 
of pDNA-PK versus IFI16 or pDNA-PK versus ICP4 intensities for 30 nuclei across biological replicates (n = 3). Representative images are shown. Pearson’s correlation 
coefficient (PCC) between pDNA-PK versus IFI16 or ICP4 is represented for the displayed line scan. (H) Model representing IFI16 association with kinase activated DNA-PK 
holoenzyme with ICP4-labeled vDNA in the nuclear periphery.
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localization of this interaction event using microscopy. To specifically 
visualize the active DNA-PK kinase, we stained for autophosphoryl
ation at S2056 (pDNA-PK) (Fig. 5F) (38). By costaining for IFI16 
and pDNA-PK at 3 HPI, we observed their robust colocalization at 
the nuclear periphery. Furthermore, upon staining for ICP4, a viral 
transcription factor that marks the vDNA, we found that pDNA-PK 
localizes to the viral genome at the nuclear periphery (Fig. 5G). 
Together, our findings demonstrate that IFI16 forms an early and 
rapid interaction with the active DNA-PK holoenzyme at sites of 
viral genome deposition into the nucleus (Fig. 5H).

Recruitment of active DNA-PK to incoming vDNA 
for antiviral response is IFI16 dependent
To coordinate an antiviral response, IFI16 serves as a platform to 
recruit antiviral cofactors to the nuclear periphery upon infection 
(10). Given our finding of an IFI16–DNA-PK interaction, we asked 
whether IFI16 facilitates DNA-PK activation at viral genomes. We 
used recombinantly purified CRISPR-Cas9 to generate IFI16 knock-
out (KO) HFF cells and measured DNA-PK activation at the nuclear 
periphery after infection (Fig. 6, A and B, and fig. S4A). In the presence 
of IFI16 (control cells), pDNA-PK was enriched at ICP4-labeled tran-
scription compartments. However, in the absence of IFI16 (IFI16), 
DNA-PK activation displayed reduced correlation with ICP4 staining, 
while remaining evident throughout the nucleoplasm (Fig. 6, A and B). 
These results indicate that IFI16 is required for DNA-PK enrich-
ment at vDNA.

It is known that a mechanism through which HSV-1 suppresses 
host antiviral responses is by using its viral E3-ubiquitin ligase, ICP0, 
to induce the proteolytic degradation of IFI16, DNA-PK, and pro-
myelocytic leukemia protein (PML), among others (39). As an ICP0 
substrate, DNA-PK is thought to be inactivated during viral infec-
tion (39); however, our data show that, early in infection, DNA-PK 
kinase activity is present and localized to viral replication compart-
ments. Therefore, we next sought to characterize the virus trigger 
and temporality of DNA-PK activation during infection. We infect-
ed HFF cells with wild-type (WT) HSV-1, an HSV-1 strain that har-
bors an inactivating mutation in the ring finger domain of the ICP0 
viral E3-ubiquitin ligase (strain denoted as HSV-1 RF), or infection 
with ultraviolet (UV)–inactivated WT HSV-1, and assessed DNA-PK 
activation by microscopy (Fig. 6C). Compared to mock (uninfected) 
cells, all infection conditions led to similar levels of DNA-PK stim-
ulation, suggesting that kinase activation is independent of down-
stream events of viral infection. Further, these findings suggest that 
although ICP0 eventually targets DNA-PK for proteolytic degrada-
tion, its activity does not substantially reduce DNA-PK activity at this 
early stage of infection (1 HPI). We next characterized the duration 
of the DNA-PK response by staining for pDNA-PK at 1, 3, and 6 
HPI with WT HSV-1 (Fig. 6, D and E). We observed discrete punctate 
pDNA-PK staining at 1 HPI, which progressed to a robust staining 
throughout the nucleus by 6 HPI, resembling bleomycin treatment, 
a positive control for DNA-PK activation that causes DSBs. These 
findings show that DNA-PK mounts a rapid and robust kinase re-
sponse, which lasts throughout the first 6 hours of HSV-1 infection, 
despite being later targeted by ICP0 for degradation. Therefore, 
IFI16 and DNA-PK may have the opportunity to coordinate antiviral 
functions early in infection.

To evaluate whether DNA-PK contributes to host antiviral re-
sponse to HSV-1, we inhibited its activity and assessed the impact of 
virus production. As DNA-PKcs KO cell lines have delayed growth 

kinetics (40), we chemically inhibited DNA-PK kinase activity with 
NU7441 (DNA-PKi) (38), which we found sufficient for preventing 
DNA-PK activation by infection (Fig. 6F and fig. S5, D and H). Next, 
we infected HFF cells with WT or RF HSV-1 and measured viral titers 
at 24 HPI, representing a full round of viral amplification. DNA-PKi 
enhanced WT HSV-1 production by ~3-fold (Fig. 6G and fig. S4B) 
and RF HSV-1 titers by ~6-fold (Fig. 5H and fig. S4C) compared to 
the vehicle control. These findings demonstrate that DNA-PK kinase 
activation is antiviral and that ICP0 activity at least partially inhibits 
this DNA-PK function.

We were surprised to see that the antiviral activity of DNA-PK 
correlates positively with higher multiplicities of infection (MOIs) 
(Fig. 6, G and H). A recent study showed that DNA-PK can play a 
proviral role during WT HSV-1 infection, which specifically becomes 
evident when infecting cells at a low MOI (MOI 0.01) (41). Given that 
the KU complex is essential for DNA repair by the nonhomologous 
end joining (NHEJ) pathway, it is thought that DNA-PK may mediate 
antiviral DNA repair that inhibits proper viral replication (42). This is 
evidenced by the observation that HSV-1 replicates more efficiently 
in XRCC6-deficient (43) and DNA-PK–deficient cells (44). Contra-
dictorily, studies that have silenced XRCC4 and ligase IV, proteins 
that facilitate end joining in the NHEJ pathway (45), showed that 
these proteins are necessary for high levels of viral amplification (46). 
To clarify how DNA-PK suppressed progeny titers at higher MOIs, 
we next asked whether, similar to IFI16, DNA-PK suppresses viral 
transcription. We inhibited DNA-PK and then measured the ex-
pression of viral transcripts using reverse transcription quantitative 
polymerase chain reaction (RT-qPCR). At an early time point (3 HPI), 
the mRNA levels of representative viral immediate early (IE) (ICP4) 
and early (ICP8) genes were increased by DNA-PK inhibition during 
both WT and RF HSV-1 infections (fig. S4, D and E). By 6 HPI, 
ICP4 expression was no longer enhanced by DNA-PKi during WT 
HSV-1 infection, while retaining sensitivity to the inhibitor during 
RF HSV-1 infection (Fig. 6I). Given that we found that activated 
DNA-PK levels were still high at 6 HPI (Fig. 6, D and E), it is possible 
that DNA-PK associates with another cofactor that is targeted for 
degradation by ICP0 in order to suppress viral transcription. Last, 
we asked whether the increase in IE gene transcript levels upon 
DNA-PKi is also reflected at the viral protein levels. We designed a 
targeted MS approach [based on parallel reaction monitoring (PRM)] 
for the detection of signature peptides of the IE proteins ICP0, ICP4, 
and ICP22. We observed that DNA-PKi results in increased viral 
protein abundances at early time points of infection (Fig. 6, J to L, 
and table S6), which we further confirmed by microscopy (fig. S4F).

In addition to suppressing viral transcription, IFI16 is also known 
to promote cytokine expression; therefore, we next asked whether 
DNA-PK activates innate immunity to HSV-1. As above, we infected 
HFF cells with WT or RF HSV-1, inhibited DNA-PK, and harvested 
RNA at 6 HPI, a common time point for assessing cytokine produc-
tion in response to HSV-1 (11). As previously reported (34), RF 
HSV-1 infection induced IFN- expression, while WT HSV-1 mostly 
counteracted the cytokine response (Fig. 6M). DNA-PKi reduced 
IFN- mRNA levels by ~3-fold compared to the vehicle-treated con-
trol, establishing that DNA-PK contributes to robust IFN signaling 
during HSV-1 infection. These observations were supported by mea-
surement of additional inflammatory cytokines at 3 HPI (fig. S4, G 
to I). Our findings are consistent with earlier reports that DNA-PK 
activates interleukin-6 (IL-6) expression in response to viral infection, 
IRF3 responses to transfected DNA, and STING-independent immune 
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responses (37, 47, 48). Taking all these observations into consider-
ation, we have found that IFI16 is necessary for the localization of 
active DNA-PK to viral genomes at the nuclear periphery and that 
DNA-PK mounts an antiviral response that, similar to IFI16, sup-
presses viral mRNA and protein levels and virus titers, while stim-
ulating antiviral cytokines.

DNA-PK phosphorylates IFI16 at T149 to stimulate  
cytokine expression
Given our findings that IFI16 is required for DNA-PK activation at 
the nuclear periphery and that the antiviral responses mounted by 
DNA-PK are phenotypically similar to IFI16 functions, we next 
investigated the co-regulation of these antiviral factors. Specifically, 
we asked whether IFI16 is a substrate for phosphorylation by DNA-
PK. To explore this possibility, we induced DNA-PK activation by 
either RF HSV-1 infection or an optimized bleomycin treatment 
(fig. S5), in combination with DNA-PK inhibition (Fig. 7A). We then 
performed phosphopeptide enrichment, followed by MS analysis, to 
search for IFI16 peptides that may be phosphorylated in a DNA-PK–
dependent manner. These analyses revealed nine IFI16 phosphosites 
that were identified with high confidence (Fig. 7B, fig. S6, and table S6), 
of which four sites were previously reported (S95, S106, S153, and 
S575) (4, 49). One of the five phosphorylation sites that were not 
previously known (S110, S123, T149, S248, and S776) displayed dy-
namic levels that indicated its regulation by active DNA-PK. IFI16 
T149 phosphorylation was substantially induced following DNA 
damage and RF HSV-1 infection but was decreased upon DNA-PK 
inhibition (Fig. 7, B and C, and fig. S6). Although phosphorylation 
may occur at either T149 or S145 (blue mark), the ptmRS prediction 
algorithm (50) assigned the modification to T149 with >98.9% confi-
dence. In addition, the T149 residue is positioned within a canoni-
cal motif (QTQ) for DNA-PK kinase activity.

To determine whether this DNA-PK–mediated phosphorylation 
affects IFI16 antiviral functions, we performed mutagenesis analyses. 
T149 was converted to either a phospho-null (alanine) or a phos-
phomimetic (aspartic acid) residue. As the T149 resides in the 
region that contains the IFI16 multipartite nuclear localization signal 
(Fig. 7D) (4), we assessed whether the mutagenized IFI16 constructs 
remain localized in the nucleus. Microscopy analyses following the 
expression of the IFI16 mutants in HFF cells showed their localization 
to the nucleus, thereby indicating that the mutation of the T149 residue 
does not affect cellular localization (fig. S5E). We then expressed 
WT, T149A, or T149D IFI16 in IFI16 knockout HFF cells. To determine 
whether IFI16 T149 phosphorylation affects cytokine expression 
during infection, IFN- and CXCL10 (C-X-C Motif Chemokine Li-
gand 10) mRNA levels were measured by RT-qPCR at 6 HPI with 
RF HSV-1 (Fig. 7E). Decreased IFN- and CXCL10 mRNA levels 
were observed in T149A cells when compared to cells expressing 
WT IFI16. This defect in cytokine expression was partially rescued 
in the T149D-expressing cells.

Given that IFI16 T149 phosphorylation was induced by DNA-PK 
activation after both viral infection and DNA damage (Fig. 7B) and 
that this phosphorylation was required for efficient expression of 
IFN- mRNA (Fig. 7E), we next asked whether DNA-PK affects the 
levels of secreted cytokines during the inflammatory response. First, 
we infected DNA-PKi or dimethyl sulfoxide (DMSO)–treated HFF 
cells with a mutant HSV-1 (d109) that has mutations in the IE gene 
promoters to block the temporal cascade of viral gene expression 
(51), thereby allowing investigation of active immune signaling  

upon infection. We used flow cytometry to measure the levels 
of 10 secreted cytokines [IFN-, granulocyte-macrophage 
colony-stimulating factor (GM-CSF), IL-10, IFN-1, IL-12p70, 
IFN-2, IFN-2/3, IL-1, tumor necrosis factor– (TNF-), and IL-6] 
in the supernatant (Fig. 7F and fig. S5, F to J). HFF cells responded 
to viral infection by substantially up-regulating IFN-, GM-CSF, 
TNF-, and IL-6. As we observed at the mRNA level, DNA-PK 
activation was required for robust IFN- secretion after HSV-1 in-
fection (Fig. 7F and fig. S6F). Similarly, DNA-PK inhibition also 
substantially decreased GM-CSF secretion, which is an important 
component of the immune response to HSV-1 (52). Reciprocally, 
IL-6 and TNF- were further increased by DNA-PK inhibition, 
suggesting that either an alternative antiviral response is initiated 
when DNA-PK is attenuated or DNA-PK suppresses the full activa-
tion of these cytokines. Given the strong, DNA-PK–dependent 
up-regulation of IFI16 phospho-T149 after DNA damage, we also 
assessed the role of DNA-PK in cytokine secretion following bleo-
mycin treatment. As expected, DNA damage led to induction of the 
innate immune response but did not induce inflammatory signaling 
as robustly as viral infection (Fig. 7F). We found a correlation 
between the DNA-PK–driven cytokine responses following DNA 
damage and viral infection, with higher IFN- and GM-CSF expres-
sion linked to DNA-PK activation, and increased TNF- and IL-6 
expression following DNA-PK inhibition (fig. S5, F to K). Together, 
these findings reveal a conserved immune signaling axis that is driven 
by DNA-PK and IFI16 to coordinate cytokine secretion and inflam-
matory responses after both viral infection and DNA damage.

Together, our results establish IFI16 as a substrate for DNA-PK 
phosphorylation, uncovering T149 as the IFI16-specific residue reg-
ulated by the kinase and demonstrating the function of this site in cyto-
kine expression during HSV-1 infection (Fig. 7F). Given that IFI16 T149 
phosphorylation was also elevated after DNA damage, it is possible that 
this site also plays a role in DSB-linked immune responses, whereby 
this DNA-PK–mediated phosphorylation could link IFI16 to the DDR.

DISCUSSION
Virus modulation of the host microenvironment begins at the 
moment of its cellular attachment and is evident at every stage of 
infection thereafter, including for immune evasion, metabolic re-
programming to accommodate viral genome synthesis, and alter-
ation of trafficking pathways for egress (2, 16, 17). The ancient 
evolutionary history of Herpesviridae, coupled with their large coding 
capacity, has produced a family of viruses that all exert precise con-
trol over the infected host cell, but each with a distinct modality of 
replication. For example, despite encountering the same challenges 
and host defenses faced by all herpesviruses, HSV-1 and other 
-herpesviruses have comparatively much faster replication cycles, 
which underscores the rapidity of the virus-host interactions that 
must be formed to drive HSV-1 replication. To understand the 
strategies used by HSV-1 to avoid antiviral responses and repurpose 
host factors to complete its infectious cycle, as well as how these 
strategies differ from the more slowly replicating -herpesvirus 
HCMV, we performed TPCA analysis and characterized dynamic 
protein interactions throughout the HSV-1 replication cycle. This 
analysis now stands as a detailed portrait of protein interactions that 
assemble and disassemble during HSV-1 infection. We have further 
expanded the TPCA approach to infer PPIs de novo in order to inter-
rogate host-host, virus-host, and virus-virus PPIs at a system scale.
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The time-resolved TPCA analysis of global interactions during 
HSV-1 infection, in conjunction with integrative omic approaches, 
microscopy, and molecular virology, uncovered an antiviral signal-
ing axis, uniting IFI16 and the master DDR kinase, DNA-PK. IFI16 
coaggregated with DNA-PK immediately upon infection, which we 
showed to correspond to their association at sites of viral genome 
deposition at the nuclear periphery. IFI16 promoted DNA-PK acti-
vation at the viral genome. In addition, DNA-PK kinase activity sup-
pressed viral gene expression, protein levels, and virion production. 
Given our finding that DNA-PK was further needed to activate cyto-
kine signaling through phosphorylation of IFI16 at the T149 residue, 
our findings show that IFI16 and DNA-PK form an antiviral signal-
ing axis that governs innate immunity to HSV-1 infection.

Placing these findings into a broader context, the intersection be-
tween IFI16 and the DDR is of particular interest. Others have shown 
that IFI16 can regulate P53 transcriptional activity (53) and interact 
with BRCA1 to enhance apoptosis and cell cycle arrest following DNA 
damage (54). A recent investigation found that ATM (ataxia telangiectasia 
mutated) (55), another DDR master kinase, can mediate STING and 
NF-B activation in response to DNA damage through IFI16 and 
P53, leading to downstream IFN- production. It is not yet under-
stood whether this signaling pathway can contribute to viral innate 
immunity, as ATM is robustly activated by nearly all studied nuclear-
replicating viruses and is largely proviral (56). Although future 
investigations will be needed to understand whether IFI16 is linked 
to inflammation following DNA-PK activation due to DNA damage, 
our phosphopeptide enrichment showed a substantial increase in 
IFI16 T149 phosphorylation levels after DSB induction with bleomycin. 
Such investigations may shed light onto cellular strategies that 
control IFI16-linked autoimmunity (57). Conversely, DNA-PK is 
essential for the expansion of the adaptive immune repertoire by 
V(D)J recombination (58), and mice and humans with mutations in 
DNA-PK are severely immunocompromised. Therefore, DNA-PK 
activation of IFI16 phosphorylation may link DNA repair in V(D)J 
recombination to proliferative cytokine signaling. In addition, IFI16 
is commonly mutated in cancer cells, whereas DNA-PK is required 
in highly proliferative cells (59). It remains to be seen whether mutation 
of IFI16 during oncogenic transformation can act as an escape strategy 
to avoid increased immune signaling via IFI16 T149 phosphorylation 
by DNA-PK activation that is linked to higher replication stress 
in cancer cells. Further investigations will determine how IFI16 
T149 phosphorylation can change its biophysical properties to regu-
late its function and how this may be linked to antiviral response, 
inflammation, and lymphocyte development and differentiation.

MATERIALS AND METHODS
Resource availability
Lead contact
Further information and requests for resources and reagents should 
be directed to and will be fulfilled by the lead contact, I.M.C. (icristea@
princeton.edu).

Experimental model and subject details
Primary cultures, cell lines, and transfections
WT primary HFF cells [American Type Culture Collection (ATCC) 
no. SCRC-1041] were used as the model for HSV-1 primary infection 
and were cultured in high-glucose Dulbecco’s modified Eagle’s 
medium (DMEM) (Sigma-Aldrich) supplemented with 10% fetal 

bovine serum (FBS) (Gemini Bio-Products, 100-106), 1% penicillin, 
and 1% streptomycin. HFF cells were maintained between passages 
14 and 18 for the studies herein. U-2 OS cells (ATCC HTB-96, female) 
were maintained as with HFF cells and were used for plaque assays 
to determine HSV-1 titers.

IFI16 CRISPR-Cas9 KO cell lines were generated using passage 
8 HFF cells via the TrueCut system by Invitrogen with matched 
scramble controls. Briefly, cells were seeded the evening before trans-
fection at 0.9 × 105 cells/ml. IFI16 sequence-specific TrueGuide 
single-guide RNA (sgRNA) (Invitrogen #A35533) targeting 5′-GAC-
CAGCCCTATCAAGAAAG-3′ and scrambled negative-control 
sgRNA (Invitrogen #A35526) were combined in equal molar ratios 
with TrueCut Cas9 Protein V2 (Invitrogen #A36499) in Opti-MEM 
(Thermo Fisher Scientific #31985062) and 2:1 CRISPRMAX trans-
fection reagent (Thermo Fisher Scientific #CMAX0001). Transfec-
tion and editing efficiency were >90% for all constructs.

For plasmid transfections, HFF cells were seeded at 1 × 105 cells/ml 
the evening before transfection with 3 g of DNA and a 1:3 ratio with an 
X-tremeGENE transfection reagent (MilliporeSigma #6366244001) in 
Opti-MEM. Cells were allowed to recover for 24 hours before infection.
Virus strains and infections
WT HSV-1 17+ strain, a gift from B. Sodeik (Hannover Medical 
School, Hannover, Germany), was propagated as previously described 
(34), aliquoted, snap-frozen, and stored at −80°C. Briefly, WT HSV-1 
was produced by electroporating U-2 OS cells with pBAC-HSV-1 
that was purified from Escherichia coli strain GS1783 to generate a 
P0 stock. The ICP0-RF HSV-1 mutant was a gift from B. Roizman 
(University of Chicago, Chicago, IL, USA) and S. Silverstein (Columbia 
University, New York, NY, USA). The d109 HSV-1 and comple-
menting Vero F06 cells were gifts from N. DeLuca of University of 
Pittsburgh (Pittsburgh, PA, USA). Working stocks were generated 
from the P0 stock by infecting U-2 OS or Vero F06 cells at a low MOI 
[0.001 plaque-forming units (PFU) per cell]. Both culture supernatant 
and cells were buffered with MNT buffer [200 mM MES, 30 mM 
tris-HCl, and 100 mM NaCl (pH 7.4)]. Supernatants were subjected 
to ultracentrifugation [20,000 rpm, 2 hours, 4°C with SW28 swing-
ing bucket rotor (Beckman Coulter)] over a 10% Ficoll cushion to 
concentrate virus. Cell-associated virus was collected by sonication 
and combined with concentrated cell-free virus. Virus stock titers 
were determined by plaque assay on U-2 OS or Vero F06 monolayers.

For all experiments herein, infection was conducted at an MOI 
of 5 PFU per cell for both WT and ICP0 RF HSV-1 unless otherwise 
noted in the figure legend. Infections were conducted in DMEM 
supplemented with 2% FBS with intermittent rocking at 37°C and 
5% CO2. Inoculum was removed after 1 hour, and media were re-
placed with growth media as above. For the purposes of our study, 
0 HPI is considered to be 60 min after addition of the inoculum to 
account for the adsorption of the virus. HSV-1 titers were calculated 
by plaque assay. Briefly, cells were lysed by freezing, and both cell-
associated and cell-free viruses were collected, briefly sonicated, and 
serially diluted. Infections were as above, but after 1 hour, the 
inoculum was replaced with 1% METHOCEL (w/v) in DMEM with 
10% FBS. After ~72 hours, when plaques were evident, the cells 
were incubated with crystal violet [1% crystal violet (w/v) and 
50% methanol (v/v)] for 15 min at room temperature before rinsing 
and plaque quantification. For UV-inactivated virus, a sample of WT 
HSV-1 was thawed and split into two fractions. One fraction was 
used as a control and the other was exposed to UV radiation in a UVC 
500 Ultraviolet Crosslinker (Amersham Biosciences) at 60 mJ/cm2 

mailto:icristea@princeton.edu
mailto:icristea@princeton.edu


Justice et al., Sci. Adv. 2021; 7 : eabg6680     18 June 2021

S C I E N C E  A D V A N C E S  |  R E S E A R C H  A R T I C L E

15 of 19

for 2 min. UV-inactivated and control viruses were then used im-
mediately for infections at equal, high MOIs to ensure equal infection 
of cells. ICP4 staining was used to verify virus inactivation (Fig. 6C).
Inhibitors and constructs
DNA-PK kinase inhibition was performed by addition of 2 M NU-
7441 (Selleckchem #S2638) in DMSO. Equivalent concentrations of 
DMSO were used as a vehicle control. Inhibitors were added directly 
after exchanging viral inoculum with growth media, as indicated, or 
in tandem with the addition of bleomycin (10 mg/ml in PBS; ApexBio 
#A8331) when inducing DNA damage. The concentration of NU-
7441 and the concentration, duration, and recovery kinetics of bleo-
mycin exposure were all validated before the study (fig. S5, A to H).

Point mutations were introduced into green fluorescent protein 
(GFP)–tagged IFI16 (pEGFP-N1-IFI16) (35) by PCR, using the 
KOD Hot Start DNA Polymerase Kit (MilliporeSigma #71086).
PCRs for single amino acid mutations were run for 35 cycles of 30 s 
at 95°C and 25 s at 65°C, followed by 5 min 50 s at 70°C. The re-
sulting mutant plasmids were verified by DNA sequencing. Primers 
for mutagenesis were as follows: IFI16 T149A, 5′-GTAAGGT-
GTCCGAGGAACAGGCTCAGCC-3′ (forward) and 5′-CCTG-
CAGGAGAGGGAGGCTGAGCCTGTT-3′ (reverse); IFI16 
T149D, 5′-GTAAGGTGTCCGAGGAACAGGACCAGCC-3′ (for-
ward) and 5′-CCTGCAGGAGAGGGAGGCTGGTCCTGTT-3′ 
(reverse).
Sample preparation for liquid chromatography–tandem  
mass spectrometry
Detailed sample preparation methods for TMT TPP-MS, PRM, and 
phosphopeptide enrichment are described in the Supplementary 
Materials.
Peptide liquid chromatography–tandem mass  
spectrometry analysis
TPCA TMT liquid chromatography–tandem mass spectrometry 
analysis. Samples were analyzed on a Q-Exactive HF mass spectrometer 
equipped with an EASY-Spray ion source (Thermo Fisher Scientific). 
Peptides were resolved for nanoscale liquid chromatography–MS 
(nLC-MS) analysis with a Dionex UltiMate 3000 nRSLC (Thermo 
Fisher Scientific) equipped with an EASY-Spray C18 column (2 m 
particle size, 75 m diameter, 500 mm length; Thermo Fisher Scien-
tific, ES903). Peptides were separated with a 90-min gradient of 
0.1% formic acid in LC-MS–grade water (solvent A) and 0.1% formic 
acid in 97% LC-MS–grade acetonitrile and 2.9% LC-MS–grade 
water (solvent B). Peptides were resolved with a linear gradient 
of 6 to 18% solvent B for 60 min, followed by a linear gradient of 
18 to 29% solvent B for 30 min, at a flow rate of 250 nl/min. MS 
and tandem MS (MS/MS) spectra were automatically obtained in a 
full MS/data-dependent MS2 method. The MS1 method operated 
with a full scan range of 350 to 1800 mass/charge ratio (m/z) with a 
resolution of 120,000 and a target AGC (automatic gain control) 
of 3 × 106 with a maximum injection time (MIT) of 30 ms, and spectra 
were recorded in profile. For the data-dependent MS2 scans, higher-
energy collision-induced dissociation (HCD) was performed on 
the top 20 most intense precursor ions, with a 25-s dynamic ex-
clusion duration. MS2 isolation windows were set to 1.2 m/z, with 
a target AGC of 1 × 105 and a MIT of 72 ms, a fixed first mass of 
100 m/z, a resolution of 45,000, and a normalized collision energy 
(NCE) of 34, and centroided spectral data were recorded. These 
settings were used for both TMT test mix samples and the fraction-
ated TMT samples, except that the MS2 isolation windows for the 
fractionated TMT samples were set to 0.8 m/z.

PRM LC-MS/MS analysis. Samples were analyzed on a Q-Exactive 
HF mass spectrometer equipped with an EASY-Spray ion source 
(Thermo Fisher Scientific). Peptides were resolved for nLC-MS 
analysis with a Dionex UltiMate 3000 nRSLC (Thermo Fisher 
Scientific) equipped with an EASY-Spray C18 column (2 m particle 
size, 75 m diameter, 250 mm length; Thermo Fisher Scientific, 
ES902). Peptides were separated with 60-min gradient using solvent 
A and solvent B (2 to 22% solvent B over 45 min, 22 to 38% solvent 
B over 15 min, both at a flow rate of 250 nl/min). One full duty cycle 
of the instrument consisted of a single MS-SIM MS1 scan followed 
by 30 PRM scans. For the full scan MS1, the instrument was set to 
400 to 2000 m/z full scan range with a 15,000 resolution, 15 ms MIT, 
and 3 × 106 AGC target. For the PRM scans, the instrument was set 
to 30,000 resolution, 60 ms MIT, 1 × 105 AGC target, 0.8 m/z isola-
tion window, NCE of 27, and 125 m/z fixed first mass. Spectrum data 
for both the MS1 and PRM scans were recorded in profile.

Phosphopeptide LC-MS/MS analysis. Samples were analyzed on 
a Q-Exactive HF mass spectrometer equipped with a Nanospray 
Flex Ion Source (Thermo Fisher Scientific). Peptides were resolved 
for nLC-MS analysis with a Dionex UltiMate 3000 nRSLC (Thermo 
Fisher Scientific) equipped with an in-house packed 50-cm column 
(360 m outer diameter, 75 m inner diameter; Thermo Fisher 
Scientific) packed with ReproSil-Pur C18 material (120 Å pore size, 
1.9 m particle size; ESI Source Solutions) equipped with a stainless 
steel emitter (Thermo Fisher Scientific). Peptides were resolved with 
a linear 150-min gradient using solvent A and solvent B (3 to 35% 
B over 150 min at a 250 nl/min flow rate). MS and MS/MS spectra 
were automatically obtained in a full MS/data-dependent MS2 
method. The MS1 method operated with a full scan range of 350 to 
1800 m/z with a resolution of 120,000 and a target AGC of 3 × 106 
with a MIT of 30 ms, and spectra were recorded in profile. For the 
data-dependent MS2 scans, HCD was performed on the top 10 most 
intense precursor ions, with a 30-s dynamic exclusion duration. 
MS2 isolation windows were set to 1.6 m/z, with a target AGC of 
1 × 105 and a MIT of 150 ms, a fixed first mass of 100 m/z, a resolu-
tion of 30,000, and an NCE of 28, and centroided spectral data 
were recorded.
Peptide identification and quantification
TPCA TMT data. All TPCA TMT MS/MS spectra were compared 
with protein sequences from a combined human and herpesvirus 
HSV-1 UniProt-SwissProt database downloaded in November 2018 
and December 2018, respectively, combined with common contam-
inants, using the SEQUEST algorithm in Proteome Discoverer v2.3 
(Thermo Fisher Scientific). A spectral recalibration node was used 
for offline recalibration of the mass accuracy. The database was con-
strained to fully tryptic peptides, with a maximum missed cleavage 
of 2, and a static cysteine carbamidomethylation modification and 
dynamic TMT labeling on the peptide N terminus and lysine for the 
test mix searches, or static TMT labeling at these sites for the 
fractionated samples for quantitative analysis. Additional dynamic 
modifications included methionine oxidation, asparagine deamina-
tion, and protein N-terminal methionine loss and acetylation. 
Precursor mass tolerance was set to 4 parts per million (ppm), and 
fragment ion mass tolerance was set to 0.02 Da. The false discovery 
rate (FDR) of the matched spectra was determined using Percolator 
(FDR of 1%) using a reversed sequence database search. For the 
reporter ion quantifier node, the integration tolerance was set to 
10 ppm, and the integration method was set to the most confident 
centroid. In the consensus workflow reporter ions quantifier node, 
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the co-isolation threshold and average reporter S/N threshold was 
set to 30 and 8, respectively.

Phosphopeptide data. All phosphopeptide MS/MS spectra were 
compared with protein sequences from the same human UniProt-
SwissProt database used for the TPP-MS TMT data, combined 
with the same common contaminants database; however, data were 
searched using the SEQUEST algorithm in Proteome Discoverer v2.4 
(Thermo Fisher Scientific). The phosphopeptide searches were per-
formed similarly to the TMT searches, except for the following 
changes: No static TMT modifications were included, but dynamic 
phosphorylation modifications on serine, threonine, or tyrosine 
were included; an IMP-PtmRS node was used with default settings 
to determine phosphosite localization; the reporter ion quantifier 
node was not used, but, rather, the Minora feature detector node 
with default settings was used to detect chromatographic peaks and 
features for label-free MS1 quantification; and the reporter ion 
quantifier node was not used in the consensus workflow, but, rather, 
the feature mapper node was used to perform chromatographic 
retention time alignment with a 15-min maximum retention time 
window, a 6 ppm mass tolerance, and a minimum S/N threshold of 
4. For quantitation, in instances where multiple peptides for a single 
phosphosite were detected (i.e., EVDATpSPAPSTSSTVK and 
KEVDATpSPAPSTSSTVK), abundance values were summed across 
identical phosphosites. When different peptides due to differences in 
methionine oxidation states were detected (i.e., VSEEQTQPPpSPA-
GAGMSTAMGR and VSEEQTQPPpSPAGAGoxMSTAoxMGR), 
the peptide with the most reproducible detection across the dataset 
was used for quantitation (table S6). The resulting abundances were 
analyzed in GraphPad Prism, and two-tailed Student’s t test was per-
formed to determine statistically significant differences.
PRM data analysis
RAW files containing targeted PRM LC-MS/MS spectra were im-
ported into Skyline to extract product ion chromatograms and 
calculate peak areas. The PRM method monitored three HSV-1 IE 
proteins (ICP0, ICP4, and ICP22), with four proteotypic peptides 
per protein selected based on ion intensity, peak area reproducibility, 
and LC reproducibility from other datasets produced within the 
laboratory. From this initial analysis, a single peptide was monitored 
for ICP0, and two peptides from ICP4 and ICP22 were selected for 
reproducibility within this dataset. A single peptide from MYH9 
(myosin heavy chain 9) was also monitored for data normalization. 
Peptide detection was first verified with at least six transitions spe-
cific and unique to each peptide, and quantitative analysis was per-
formed with the top three most intense transition ions with the 
highest mass accuracy per peptide. The peak areas for each of the 
three transitions for each peptide were summed, and the resulting 
summed peak areas were either scaled to the average replicate peak 
area (ICP0, ICP4, and ICP22) or scaled to the average peak area 
across all replicates (MYH9). Scaled ICP0, ICP4, and ICP22 peak 
areas were then normalized to the scaled MHY9 peak area (table 
S6). The resulting normalized scaled peak area values were analyzed 
in GraphPad Prism, and two-tailed Student’s t test was performed 
to determine statistically significant differences.
Processing of TPP-MS data
In this analysis, we identified 6451 proteins assembled with a single 
unique peptide per protein at a 1% FDR. To increase the confidence 
of these protein identifications, we identified 5260 proteins when 
we required a 1% FDR and at least two unique peptides per protein. 
As expected with these data, when we required reporter ion 

quantification values across all TMT plexes, we obtained highly quan-
tifiable data for 2301 proteins. Because of the decreasing abundanc-
es of proteins at higher melting temperatures, we did not require the 
presence of the reporter ion in all TMT channels within each 11-plex 
but imputed these abundances during the log-logistics transformation 
of the data (see Supplementary Text under the “Processing of TPP-
MS Data” section). Consequently, we used the list of 5260 proteins 
identified at a 1% FDR and with at least two unique peptides per 
protein for the remaining data analysis. For a detailed description of 
TPCA data normalization, missing value imputation, and log-
logistic parameter fitting, consult Supplementary Materials 
and Methods.
Principal components analysis
PCA was performed using the Python Scikit-learn package decom-
position.PCA function fitted against normalized solubility values for 
each condition and replicate represented in C, where missing values 
were imputed as described above.
Euclidian distance calculation
To quantify the similarity between protein-normalized solubility 
curves (C), we calculated the pairwise Euclidean distance between 
all possible combinations of proteins detected in a given sample, 
where the distance between two proteins, p and q in the sample cor-
responding to condition i and replicate j across y temperatures, 

is calculated as ​​d​ i,j,p,q​​  = ​ √ 
_________________

  ​∑ n=1​ y  ​​ ​(​c​ i,j,p,n​​ − ​c​ i,j,q,n​​)​​ 2​ ​​. This calculation was 

performed using the Python SciPy package spatial.distance.cdist 
function with default parameters to yield pairwise Euclidean distances 
across all possible combinations of proteins detected in each sample. 
To transform values such that they better fit a normal distribution, we 
calculated the derivative of Euclidean distance Exijpq = 1/(1 + Dijpq).
De novo interaction prediction via Ex z score calculation
To predict de novo interactions, we first standardized the trans-
formed Euclidean distance values by calculating their z scores: 
​​z​ ijpq​​  =  (  ​Ex​ ijpq​​ − ​ ̄  Ex​ ) / ​, where ​​ ̄  Ex​​ and  are the mean and SD, re-
spectively, of Exijpq along the p and q axes. We then asked to what 
extent increasing z scores enriched for known interactions represented 
in the CORUM and STRING databases. We assumed that each pair-
wise combination of subunits within a given CORUM complex rep-
resents a predicted binary interaction, and we additionally queried 
the STRING database for interactions between proteins in the dataset 
that have a STRING score ≥ 0.4. For each condition, we then calcu-
lated ni = (ni, CORUM + ni, STRING)/∣zi, j, p, q∣, where ni, CORUM and ni, 

STRING represent the sum of known interactions from CORUM and 
STRING, respectively, in zi, j, p, q along the j axis, and ∣zi, j, p, q∣ cor-
responds to the number of entries in zi, j, p, q along the j axis. For a 
given set of z score cutoffs u and v, we then calculated the enrich-
ment ratio ​​φ​ i,u,v​​  =  ​ ∑ ​m​ i​​ / ∣ ​m​ i​​ ∣ _ ∑ ​n​ i​​ / ∣ ​n​ i​​ ∣

 ​​ where mi is the subset of ni ≥ u across 

all replicates and ni ≥ v in any replicate for a given condition. We 
then plotted φu, v across linearly distributed combinations of u and 
v within the interval [−3, 3] to inform our final cutoffs for de novo 
interaction prediction.
Bioinformatic analysis
Overrepresentation analyses. Overrepresentation analyses represented 
in Fig. 3 were performed via the Database for Annotation, Visual-
ization, and Integrated Discovery using a curated list of proteins that 
are expressed in human fibroblast cells as a background gene set 
(table S4). For analyses in fig. S2B and Fig. 3C, GOTERM_CC_ALL 
and GOTERM_BP_DIRECT gene ontology databases, respectively, 
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were selected as the enrichment query population. Terms with 
Bonferroni-adjusted P values ≤ 0.05 were considered significant and 
subsequently reported.

Hierarchical clustering. Hierarchical clustering of CORUM com-
plex Ex z scores and abundance was performed using the Python 
Seaborn package clustermap function, which leverages the SciPy 
cluster.hierarchy.linkage function to calculate the Ward linkage be-
tween each complex.
Immunofluorescence microscopy and analysis
HFF cells were seeded onto autoclaved 15-mm glass coverslips 
(VWR) at 1.5 × 105 cells/ml and infected or treated as indicated. 
Samples were fixed in 4% paraformaldehyde for 15 min at room 
temperature and washed three times with 1× PBS (Sigma-Aldrich 
D8537-6X1Ld) with 0.2% Tween 20 (PBST). Cells were permeabilized 
in 0.1% Triton X-100 in PBST for 15 min at room temperature, 
washed twice with PBST, and then blocked in 2.5% human serum 
and 2% bovine serum albumin in PBST for 60 min. Samples were 
incubated for 1 hour with the primary antibodies diluted into block: 
ICP4 (Mouse, 1:500; Abcam, Ab6514) to mark viral transcription 
compartments, DNA-PK pS2056 (Rabbit, 1:500; Abcam, Ab18192) to 
measure DNA-PK kinase activity, IFI16 (Mouse, 1:250; Sigma-Aldrich, 
WH0003428M3), or ICP0 (Mouse, 1:2000; Santa Cruz Biotechnology, 
SC-53070). After primary staining, cells were washed three times in 
PBST and then incubated with 4′,6-diamidino-2-phenylindole (DAPI) 
(1:1000; Thermo Fisher Scientific) and appropriate secondary anti-
body diluted 1:2000 in block for 1 hour: goat anti-Ms immuno-
globulin G (IgG) highly cross-adsorbed Alexa Fluor 488 (1:2000; 
Thermo Fisher Scientific, A-11001) or goat anti-Rb IgG cross-
adsorbed Alexa Fluor 568 (1:2000; Thermo Fisher Scientific, A11011). 
Coverslips were mounted using ProLong Diamond and were im-
aged in the Princeton Confocal Imaging Core using an inverted 
fluorescence confocal microscope (Nikon Ti-E) equipped with a 
Yokogawa spinning disc (CSU-21) and digital CMOS camera 
(Hamamatsu ORCA-Flash TuCam) using a Nikon 100× Plan Apo 
objective with a 100× magnification (maximum projections centered 
around the nuclear center) or 60× magnification (single slice) as 
Nikon 60× Plan Apo objective as indicated. Image analysis was per-
formed using ImageJ. Average fluorescence intensity within a nucleus 
was quantified following definition of the nucleus as an ROI defined 
by DAPI staining and background subtraction in the channel to be 
quantified using a rolling ball radius of 150 to 200.
RNA isolation and quantitative RT-PCR
A detailed protocol is provided in Supplementary Materials and 
Methods. Briefly, RNA extraction was by the RNeasy Mini Kit 
(Qiagen) from 1.75 × 105 HFF; then, cDNA was prepared using 
the RETROscript Reverse Transcription Kit (Life Technologies) 
and the SuperScript IV First-Strand Synthesis Kit (Thermo Fisher 
Scientific) as per the manufacturer’s instructions. Gene-specific 
primers and the SYBR green PCR master mix (Life Technologies) 
were used to quantify cDNA by qPCR on the ViiA 7 Real-Time PCR 
Systems (Applied Biosystems). Relative mRNA quantities were 
determined using the ∆∆CT method with glyceraldehyde phosphate 
dehydrogenase (GAPDH) as an internal control [as previously 
described (10)]. Following quantification, data were normalized by 
the average within each replicate.
Supernatant cytokine measurement
A detailed protocol is provided in Supplementary Materials and 
Methods. Briefly, supernatant-associated cytokines were measured 
via the BioLegend Human Antiviral Response Kit (catalog no. 740390) 

according to the manufacturer’s protocol on an LSR II flow cytometer 
(Princeton Flow Cytometry Core).
Quantification and statistical analysis
Data processing and large-scale analyses were performed using 
Python 2.7 in conjunction with Pandas, NumPy, SciPy, Scikit-learn, 
Seaborn, and Requests libraries. Cytoscape was used to generate 
interaction networks. Microscopy images were analyzed in ImageJ 
(2.1.0). Statistical analysis was performed using GraphPad Prism 9. 
Significance was determined by two-tailed Student’s t test (n = 3 
biological replicates) unless otherwise stated. Where applicable, 
*P < 0.05, **P < 0.01, ***P < 0.001, and ****P < 0.0001. Figures were 
constructed in either Adobe Illustrator or Microsoft PowerPoint.

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/
content/full/7/25/eabg6680/DC1

View/request a protocol for this paper from Bio-protocol.
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