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ABSTRACT

Searching and reading relevant literature is a routine
practice in biomedical research. However, it is chal-
lenging for a user to design optimal search queries
using all the keywords related to a given topic. As
such, existing search systems such as PubMed of-
ten return suboptimal results. Several computational
methods have been proposed as an effective alterna-
tive to keyword-based query methods for literature
recommendation. However, those methods require
specialized knowledge in machine learning and nat-
ural language processing, which can make them dif-
ficult for biologists to utilize. In this paper, we pro-
pose LitSuggest, a web server that provides an all-
in-one literature recommendation and curation ser-
vice to help biomedical researchers stay up to date
with scientific literature. LitSuggest combines ad-
vanced machine learning techniques for suggesting
relevant PubMed articles with high accuracy. In addi-
tion to innovative text-processing methods, LitSug-
gest offers multiple advantages over existing tools.
First, LitSuggest allows users to curate, organize,
and download classification results in a single in-
terface. Second, users can easily fine-tune LitSug-
gest results by updating the training corpus. Third,
results can be readily shared, enabling collabora-
tive analysis and curation of scientific literature. Fi-
nally, LitSuggest provides an automated personal-
ized weekly digest of newly published articles for
each user’s project. LitSuggest is publicly available
at https://www.ncbi.nlm.nih.gov/research/litsuggest.

GRAPHICAL ABSTRACT

INTRODUCTION

Searching and reading relevant literature is a routine prac-
tice in biomedical research, as new research builds on pre-
vious discoveries (1). Indeed, millions of users access daily
biomedical resources such as PubMed (2,3), PubMed Cen-
tral and many others (4,5). With the ever-increasing amount
of new literature, it is becoming more important than ever
to be able to easily and rapidly find relevant publications
in literature repositories such as PubMed (2,3). This is not
only essential for individual researchers but as well for cu-
rators of biomedical databases such as UniProt (6), GWAS
(7), LitCovid (8,9) and ClinVar (10), where finding relevant
documents for annotation is the very first step of the cu-
ration pipeline (11). However, it is challenging for a user to
design optimal search queries using all the keywords related
to a given topic. As such, existing query-based search sys-
tems such as PubMed and many others often return subop-
timal results (8,12): missing some publications while return-
ing some that are irrelevant.

Several computational methods have been proposed as
an effective alternative to keyword-based query methods
for literature recommendation. Their effectiveness has been
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demonstrated in multiple publications (12–14), showing
that machine learning and natural language processing
methods (15,16) allow database curators to retrieve and cu-
rate more accurately and efficiently relevant literature, than
traditional keyword-based PubMed search methods. For
example, Lee et al. (13), used the machine learning (Convo-
lutional Neural Networks) text classification method for a
literature classification step for the GWAS Catalog database
curation, reducing by two-thirds the curators’ workload of
reading newly published papers, without compromising re-
call. However, those methods require specialized knowledge
in machine learning and natural language processing, which
can make it difficult for biologists to utilize. In addition, re-
trieving relevant publications is only the first part of the lit-
erature review pipeline, hence managing, curating, annotat-
ing, storing, and sharing the list of retrieved publications
is often a cumbersome task for researchers. A handful of
web applications have been developed to address this issue,
such as MedlineRanker (17) and BioReader (18), but there
is a strong desire for more user-friendly systems with addi-
tional features such as reusing models, curating and sharing
classification results.

To assist biomedical researchers with their literature
search needs, we propose LitSuggest, a web server that pro-
vides an all-in-one literature recommendation and curation
service to help biomedical researchers stay up to date with
scientific literature. LitSuggest combines advanced machine
learning techniques for suggesting relevant PubMed arti-
cles with high accuracy. In addition to these innovative
text-processing methods, LitSuggest offers a streamlined in-
terface, practical functionality, and several specific advan-
tages over existing tools. First, LitSuggest allows users to
easily curate classified publications, organize classification
tasks into jobs and projects, and download classification
results with related annotations. Second, users can easily
fine-tune LitSuggest results by observing the score distribu-
tion histogram and updating the training corpus to retrain
the model. Third, classification results can be readily shared
through a URL, enabling collaborative curation of scientific
literature. Finally, users can activate a personalized weekly
digest to classify the newly published literature every week
automatically. Overall, LitSuggest offers a user-friendly in-
terface with an all-in-one service for the recommendation
and curation of biomedical literature.

SYSTEM DESCRIPTION

LitSuggest is a machine learning-based document recom-
mendation and management system for biomedical litera-
ture. As shown in Figure 1, the workflow of working with
LitSuggest can be split into three major steps: training a new
model inside a project (Figure 1.1), using that trained model
to classify new publications in separate jobs (Figure 1.2),
and finally manually curating and annotating those auto-
matically classified publications (Figure 1.3).

Training interface

The interface represents one topic per project. Users can
train a model on a set of publications relevant for that topic
and then apply this learned model to classify and rank new

articles. All projects created by a user are displayed in the
left sidebar of LitSuggest website. For new users, the inter-
face displays a default empty project as well as an exam-
ple project. The example project has a previously trained
model, allowing users to start new classification jobs im-
mediately. Users can add new projects or select an existing
project by clicking on its name. Projects can be renamed,
and users can add a description for each project.

Users start training a model for a new project by entering
a list of ‘positive’ PMIDs (examples of publications they are
interested in) as well as an optional list of ‘negative’ PMIDs
(examples of publications that are not of interest). If no
negative examples are supplied by the user, negative pub-
lications will be automatically generated. If the number of
negative examples supplied by the user is not enough com-
pared to the number of positive examples, additional neg-
ative PMIDs will be generated. There are three convenient
ways of supplying positive and negative PMIDs: entering a
list of PMIDs separated by spaces, loading PMIDs from a
file, or retrieving (a maximum of 10,000) publications from
PubMed, based on a query.

To quickly test LitSuggest, clicking on the ‘Try GWAS
example’ button allows to easily populate positive or nega-
tive fields with example PMIDs. Depending on the size of
the training set, training may take between a few seconds
to several hours. Models for each project can be easily re-
trained, after modifying the positive and negative fields, and
users can work on multiple projects (and multiple models)
at the same time.

Classification interface

After a model has been trained, users can start analyzing
new publications by entering a list of PMIDs to be classified
and ranked. As with training, there are three ways of supply-
ing positive and negative PMIDs: entering a list of PMIDs
separated by spaces, loading PMIDs from a file, or retriev-
ing (a maximum of 10 000) publications from PubMed,
based on a query. In addition to the list of PMIDs to clas-
sify, it is possible to specify additional filtering options such
as to keep only publications mentioning genes, variants, or
chemicals, by checking corresponding checkboxes. This fil-
tering is based on data retrieved from the PubTator Cen-
tral API (19). The project page displays a list of all current
and finished jobs with their status, as well as a progress bar
showing the progress of each running job.

RESULTS AND CURATION INTERFACE

When an automatic text classification job finishes, it will
be marked as completed on the project page. Clicking on
it will display classification results on the job page. On the
top of each job page, high level visualizations are presented,
allowing to assess classification job performance. First, a
histogram shows the distribution of scores for all classi-
fied publications. The score distributions demonstrate how
confidently the models classify the articles (e.g. a score of
0.9 suggests the model is very confident when classifying
the article), thereby facilitating user decisions (for example,
whether re-training a model is needed).

Second, most discriminative words, enriched in positively
and negatively classified publications are calculated using
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Figure 1. Overview of LitSuggest. LitSuggest trains ensemble learning models based on a set of example articles from users (1). The model is then used
to rank and classify new publications (2). Classified publications can then be curated (3) and shared with other users. The curation interface displays the
probability score (a) for each publication, publication content (b) such as title, abstract, type, keywords, journal, date, authors, links to external resources,
and interface to annotate the publication with custom tags (c), a custom text note (d) and the date and user which made the latest changes (e).
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the Z-score and the top enriched words are displayed as a
word cloud, so that users can better understand what the
models regard as the main characteristics of the positive and
negative sets, and easily verify the results.

After reviewing the high-level visual analysis of the classi-
fication job, users can start reviewing the publications them-
selves, classified into three tabs: Positive (positively clas-
sified publications, with scores of 0.5 or above), Negative
(negatively classified publications), and Filtered (publica-
tions ignored by user-set filters).

In each tab, publications are sorted by score (Figure
1.3.a), with the most relevant (highly scored) publications
displayed first.

It is possible to assign a curation tag (RELEVANT, IR-
RELEVANT, or TBD (TO BE DETERMINED)) to each
publication (Figure 1.3.c). If the default annotation tags do
not suit user needs, it is possible to edit the list of available
curation tags on the Project page. The new tags will be avail-
able for later classification jobs. In addition to tags, users
can add a text note under each publication (Figure 1.3.d).

Multi-user collaboration

Users can easily share any of their projects or classification
jobs with other users by sharing the URL. Their collabo-
rators will then be able to see the results of classification
jobs and curate relevant publications, but they will not be
able to edit the properties of the projects, retrain the model
or start new classification jobs within the project. To eas-
ily track changes in this multi-user environment, the name
of the last user who made a change and the date of the lat-
est change is displayed under the curation interface for each
publication (Figure 1.3.e).

Data download

All positively and negatively classified publications can be
easily downloaded in TSV format by clicking the ‘Down-
load Publications’ button. In addition to PMIDs and asso-
ciated classification scores, the file will contain all the tags
assigned by the user to each publication and the text notes.
LitSuggest can therefore be very useful for building training
sets for automated tag classifiers or performing database cu-
ration tasks.

Weekly automated digest

When the user checks the appropriate checkbox, LitSuggest
automatically scans every week for new literature relevant
to the project’s model, then adds the result as a new job on
the project page.

System implementation

As shown in Figure 2, the LitSuggest platform consists
of three main components: Web frontend, Server back-
end, and processing nodes. Our backend is implemented
as a pure JSON API server, based on Django and Django
REST framework (https://www.djangoproject.com). Our
frontend, consuming JSON data from the backend, is based
on the Angular framework (https://angular.io). The data

from projects and jobs is stored in a MongoDB database
(https://www.mongodb.com/). To train new models and
use existing models for classification jobs, we rely on cel-
ery workers (https://github.com/celery/celery) for immedi-
ate processing and TeamCity (https://www.jetbrains.com/
teamcity/) agents for scheduled tasks. New training and
classification tasks are sent to the RabbitMQ (https://www.
rabbitmq.com/) message broker. The tasks are then pro-
cessed by celery workers running on two virtual machines
(VMs) with four worker instances per VM, allowing up to
eight jobs to process simultaneously. This architecture al-
lows LitSuggest to be easily scaled to support additional
workload: new VMs with additional celery workers can be
added easily as needed.

Each celery worker uses the ‘stacking ensemble learning
method’ to provide the best document classification results,
suitable for the variable number of publications and variable
nature of training datasets submitted by our users, which
might not be suitable for one specific classifier. This method
has achieved the best performance in previous biomedical
text mining open challenge tasks (20) and is known to show
stable results in text classification methods (21,22).

The text contained in the fields Journal, Publication Type,
Title, Abstract, Registry Number (identifiers and names
of substances mentioned) and Other Term (user submit-
ted keywords) of each publication is concatenated, trans-
formed into bag-of-words representation, then fed to a di-
verse set of classifiers, widely used in the text-mining com-
munity and available through the scikit-learn python library
(https://scikit-learn.org/) such as The Ridge classifier, elas-
tic net classifier (23), and others. The output of these clas-
sifiers is then used to train a logistic regression classifier,
which will generate the final output.

LitSuggest takes several steps to ensure reproducibility
of training and classification results. First, all random func-
tions in the classifier code use the same seed. This ensures
that even the randomly generated negative PMIDs will al-
ways be the same. Second, we add the content of all publi-
cations to a cache in our database, to ensure that classifica-
tion jobs with the same PMIDs and same model will yield
the same results even if these publications’ data has been
updated in PubMed.

RESULTS

Evaluation

LitSuggest has been evaluated on two different corpora (Ta-
ble 1). The first corpus is derived from LitCovid (see Use
Case 1), and contains publications related to the new coron-
avirus pandemic, excluding publications mentioning previ-
ous coronaviruses, annotated as relevant or irrelevant. The
second corpus (see Use Case 2) is centered around liver can-
cer, epidemiology, and health disparities. The collection of
articles was selected from PubMed using ‘liver cancer’ as the
query then manually annotated as relevant (containing the
intersection of liver cancer, epidemiology and health dispar-
ities) or irrelevant.

The evaluation on the LitCovid dataset is summarized in-
depth in (8). This evaluation shows that the model achieved
high performance in classifying COVID-19 related articles
because many COVID-19 related articles have explicit terms
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Figure 2. LitSuggest architecture.

Table 1. Evaluation of LitSuggest classifier on two corpora

Corpus
Training size

(positives + negatives)
Test size

(positives + negatives) Precision Recall F-1 score
Area under

curve

LitCovid 31 998 + 32 000 8000 + 8000 0.995 0.993 0.994 0.994
hcc r11 573 + 1099 149 + 270 0.831 0.758 0.793 0.837

Table 2. Functionality comparison of machine learning-based literature ranking tools

MedlineRanker
(17)

BioReader
(18) LitSuggest

Support for PubMed query to add publications Yes No Yes
Negative dataset No Mandatory Optional
Filtering by bio-entities No No Yes (gene, variant, chemical)
Automated weekly digest of new literature No No Yes
Reusable models No No Yes
Possibility to manage multiple models and
classifications at the same time

No No Yes

Stored models and classification results No No Yes
Sharable results through URL No Partially through Email

notification
Yes

Histogram of distribution of scores No No Yes
Method of showing discriminative words List Word cloud Word cloud
Availability of publication abstract and keywords on
result page

No No Yes

Curation Interface No No Yes
Multi-user curation No No Yes
Downloadable results with curation tags No No Yes

to describe COVID-19 and SARS-COV-2, and the dataset
is large enough for machine learning models. Most erro-
neous cases are articles which do not have abstracts avail-
able in PubMed (i.e. only a title is available as the input of
models).

For the second corpus (hcc r11), according to the er-
ror analysis of NCI (National Cancer Institute) team, most
false positive articles do not discuss health disparities, and
false negatives describe health disparities but are misclas-
sified as negatives. The performance is lower than the Lit-
Covid corpus because the size of the hcc corpus is small,
and developing a high-performance machine learning algo-
rithm to detect health disparities is a challenge with limited
training data, because the health disparity studies encom-
pass many subjects (including gender, age, race, ethnicity,
education, income, etc.).

Comparison with other services

In addition to generating high-quality classification results,
LitSuggest also offers more useful features when compared
to similar tools such as MedlineRanker (17) and BioReader
(18), as shown in Table 2. The major difference between
LitSuggest and the other tools is that LitSuggest allows to
store and reuse both training and classification results, of-
fers powerful curation and collaboration features as well as
an automated digest.

Compared to BioReader in terms of classification per-
formance (Table 3), LitSuggest shows superior results on
the hcc r11 corpus. 15 PMIDs could not be classified by
BioReader. BioReader was not able to classify the LitCovid
dataset because of its size. MedlineRanker does not support
a negative training set, and so was not evaluated.



Nucleic Acids Research, 2021, Vol. 49, Web Server issue W357

Table 3. Comparison of LitSuggest and BioReader on the hcc r11 dataset

Tool Precision Recall F-1 score AUC

LitSuggest 0.831 0.758 0.793 0.837
BioReader 0.824 0.614 0.704 0.770

USE CASES

LitSuggest classification performance and rich curation
features have been used under several real-world circum-
stances, as shown with two use cases below.

Use case 1: COVID-19 literature triage in LitCovid

The number of COVID-19 related papers has been growing
at ∼10,000 articles per month, which accounts for over 7%
of articles in PubMed since May 2020 (arXiv:2010.16413).
LitCovid (8,9), a literature database keeping track of
COVID-19 related papers in PubMed, has been developed
for scientists, healthcare professionals, and the general pub-
lic to stay up to date with the latest COVID-19 literature. It
has been publicly available for more than a year, with mil-
lions of accesses by users worldwide each month.

LitSuggest has been used as a document triage module
of the curation pipeline in LitCovid. Every day, it scans
new articles in PubMed, identifies COVID-19 related ar-
ticles, and adds them to the curation pipeline for further
annotations, such as annotating topics and extracting lo-
cations mentioned in titles and abstracts. The performance
of LitSuggest models on identifying COVID-19 related pa-
pers (See evaluation section) was evaluated in detail, and the
models achieved an F1-score of 0.99 (the training and test-
ing datasets are also publicly available) (8). We also com-
pared the database coverage using document triage pro-
vided by LitSuggest and traditional keyword searches. We
found that LitSuggest identified about 30% more COVID-
19 related articles than keyword searches, suggesting that
machine learning models handle the high variability and
ambiguity of terms describing COVID-19 and SARS-COV-
2 in the literature (8) more effectively.

In addition, the LitSuggest interface has been used for
manual review and curation in LitCovid. The predictions of
LitSuggest models on COVID-19 related articles are man-
ually reviewed; the relevant articles are further annotated
in the LitSuggest interface. LitSuggest streamlines LitCovid
curation and updates it daily.

Use case 2: triage literature at the intersection of liver cancer,
epidemiology and health disparities

Liver cancer is one of the most diagnosed cancers and the
leading cause of cancer death worldwide, causing about 0.91
million new cases and 0.83 million deaths in 2020 (24). Epi-
demiologic data show that significant disparities exist by
sex, socioeconomic status, and racial and ethnic minorities.
There is a large body of epidemiologic literature on liver
cancer that describes disparities. This wealth of information
can be used to devise strategies to reduce liver cancer dis-
parities. LitSuggest has been used as a literature curation
tool in cooperation with the NCI team. This project aims
to understand the breadth of literature at the intersection

of liver cancer, epidemiology, and health disparities to iden-
tify areas of future research inquiry. In the project, the ini-
tial collection of articles was selected from PubMed using
targeted search strategies and manually annotated as rele-
vant or irrelevant according to established criteria to train
an initial machine learning classifier. Then an iterative ar-
ticle classification process was conducted using LitSuggest.
For each round, we manually examined the classification re-
sults of LitSuggest for the new article collection and added
results to retrain the classifier for the next round. To date, we
have curated 3132 articles. LitSuggest provides a rich envi-
ronment to classify relevant articles and review annotations,
which speeds up the literature curation process.

CONCLUSION

In summary, LitSuggest combines advanced machine learn-
ing techniques to provide a powerful tool for suggesting rel-
evant PubMed articles with a high accuracy. It allows users
to curate, organize, download, and share classification re-
sults, enabling collaborative curation of scientific literature.

The current version of LitSuggest has some known lim-
itations. First, LitSuggest can currently only process pub-
lications available in PubMed. This means that non peer-
reviewed publications from bioRxiv or custom PDF files
cannot be used for training or classification. Second, Lit-
Suggest currently only operates on abstracts and does not
yet support full texts, which might impact the recall if per-
tinent information is only present in the full text. Classi-
fication accuracy is also often limited by the fact that for
some publications the abstract is not available, and the clas-
sification must be based only on the title and related bibli-
ographic fields. Finally, while recent studies including our
own (13,25) have shown promise in improving classification
performance with deep learning, such algorithms are not
implemented due to the bottleneck of model efficiency in
practical use.

In the future, we plan to enhance LitSuggest in several
ways. First, we would like to add support for publications
from pre-print servers such as bioRxiv. Second, we would
like to improve the multi-user experience of LitSuggest by
allowing different users to distribute annotation tasks more
easily (currently users must agree on a page range that each
will review and annotate), create groups of users, etc.
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