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Perpetrator pose reinstatement 
during a lineup test increases 
discrimination accuracy
Melissa F. Colloff1, Travis M. Seale‑Carlisle1,2, Nilda Karoğlu3, James C. Rockey4, 
Harriet M. J. Smith5, Lisa Smith6, John Maltby7, Sergii Yaremenko1,8 & Heather D. Flowe1*

We examined how encoding view influences the information that is stored in and retrieved from 
memory during an eyewitness identification task. Participants watched a mock crime and we varied 
the angle from which they viewed the perpetrator. In Experiment 1, participants (N = 2904) were 
tested with a static photo lineup; the viewing angle of the lineup members was the same or different 
from the perpetrator at encoding. In Experiment 2, participants (N = 1430) were tested with a novel 
interactive lineup in which they could rotate the lineup faces into any angle. In both experiments, 
discrimination accuracy was greater when the viewing angle at encoding and test matched. 
Participants reinstated the angle of the interactive faces to match their encoding angle. Our results 
highlight the importance of encoding specificity for eyewitness identification, and show that people 
actively seek out information in the testing environment that matches the study environment to aid 
memory retrieval.

Worldwide, witnesses are given lineups to help the police identify criminal perpetrators. A lineup contains the 
police suspect—who may or may not be the perpetrator—embedded among ‘fillers’, who are individuals who 
look similar to the police suspect and are known by the police to be innocent. The goal of the eyewitness is to 
identify the perpetrator if the perpetrator is present in the lineup (known as a correct identification) or to identify 
no one if the perpetrator is absent from the lineup (known as a correct rejection). The ability of the eyewitness 
to distinguish the presence or absence of the perpetrator is known as discrimination accuracy. In many coun-
tries (e.g., the US, Germany, Canada, Australia), lineups consist of static photographs1, 2. Lineup members are 
shown from the shoulders up, facing forward, even if a witness viewed the perpetrator from a different angle at 
the time of the crime (e.g., saw only their profile view). The National Academy of Sciences recently called for 
the development of new technology to improve lineup identification accuracy3. In this paper, we heed this call 
and examine whether discrimination accuracy can be improved by enabling witnesses to see the lineup faces 
from the same angle that the perpetrator’s face was seen during the crime. We also introduce a novel interactive 
lineup procedure to test whether during the lineup people spontaneously reinstate the angle at which they saw 
the perpetrator, and if so, whether pose-reinstatement is associated with increased discrimination accuracy.

There are good reasons to predict that discrimination accuracy will be higher if witnesses can view the lineup 
faces from the same angle that they studied the perpetrator. One of the most influential principles of human 
memory—encoding specificity—holds that the correspondence in the context in which memories are acquired and 
retrieved is a powerful determinant of memory accuracy4. One example is that divers, who learnt words either 
on dry land or in water, were better able to recall words if they were tested in the same environment as they had 
studied the words compared to the alternative environment5. The notion that the match between encoding and 
retrieval is important is also central to other key concepts in memory theory, such as the transfer-appropriate 
processing framework6, and the proceduralist approach, which assumes that encoding operations are re-enacted 
during remembering7. These principles predict that greater overlap of cues present at encoding and test, such as 
a high correspondence between viewing angle at encoding and test, lead to better memory performance.
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In accordance with these memory principles, a wealth of face recognition research shows that similarity across 
study-test viewing angle improves recognition accuracy8–10. At a 30-degree study-test difference, the performance 
cost plateaus, and at 45 degrees, recognition performance is impaired significantly11. Neurophysiological studies 
also indicate pose-sensitivity in cortical regions12. In the context of police lineups, overlapping cues at learn-
ing and test, such as the quantity of facial information available at encoding versus test (i.e., internal portion 
of faces versus full faces)13, clothing14, and disguises15 boost discrimination accuracy. Context reinstatement16 
and alcohol state-dependent learning17 effects have also been reported in the eyewitness literature. Together, 
this research supports the encoding specificity principle, whereby overlapping cues at learning and test facilitate 
accurate memory retrieval.

What is not yet clear, however, is whether the encoding specificity principle generalises to conditions in which 
people encode viewpoint information and use it during a lineup identification test. Face recognition paradigms 
employ numerous study-test trials. Each study trial presents an individual face, with pose typically varying across 
faces. In these studies, pose is therefore a key distinguishing feature, so participants may attend to and encode 
pose information more than they otherwise would in a more naturalistic context18. Indeed, some research sug-
gests that in more naturalistic contexts, the correspondence between study and test pose does not always enhance 
recognition accuracy, and faces at certain angles (i.e., the profile view) are difficult to learn and recognize10, 19. Null 
findings regarding the overlap of pose at learning and test have also been reported in the eyewitness literature. 
A study that varied whether a perpetrator was studied at eye level versus from overhead found that recognition 
accuracy was not increased by having matching information at the lineup test. However, this study was likely 
underpowered20. Therefore, it is important to test if people benefit from consistent viewpoint information at study 
and at test, and under conditions that are akin to real life, such as an eyewitness identification task.

Moreover, research has not yet determined if, during memory retrieval, humans actively seek out informa-
tion at test that matches the study environment as an aide-mémoire. Most memory paradigms experimentally 
manipulate the degree of overlap between the cues present at encoding and at test, with some participants allo-
cated to experience overlap and others not5. But would, for example, divers who studied underwater be more 
inclined to jump back into the pool at test to reinstate study context to aid their memory retrieval compared 
to those who studied on land? Here, we test if participants naturally seek out cues at test that correspond with 
information learned at study, using an eyewitness identification task.

To do so, we developed an interactive lineup procedure, wherein each lineup face can be rotated along the 
vertical axis. This enables the witness to dynamically view the lineup faces from − 90° to 90° and hold the faces 
in any pose desired (see https://​tinyu​rl.​com/​t4nc9​gp). If participants reinstate pose at test—by naturally rotating 
the lineup faces into the same angle from which they saw the perpetrator commit the crime, then this suggests 
people encode viewpoint information, and seek (consciously or unconsciously) to make use of overlapping cues 
gleaned through pose reinstatement. Further, if accurate participants reinstate perpetrator pose to a greater 
degree than inaccurate participants, this suggests pose information is a valuable retrieval cue for eyewitnesses.

To summarise, we ask (1) whether consistent viewpoint information at study and at test is associated with 
higher discrimination accuracy; and (2) whether people naturally reinstate at test the pose in which they had 
viewed a perpetrator if given the opportunity to do so with an interactive lineup.

Experiment 1
In Experiment 1, we tested whether consistent viewpoint information at study and at test improved accuracy on 
a lineup identification task. Based on the encoding specificity principle and the existing face recognition litera-
ture, we predicted that discrimination accuracy would be higher when participants had available at test the same 
pose information that they encoded compared to when they had different pose information (pose-reinstatement 
hypothesis). We were also interested whether discrimination accuracy would be higher when participants had 
available at test the same pose information that they encoded as opposed to different pose information, and the 
highest when they had the same pose information plus an additional unstudied pose. Specifically, a geometric 
representation of the face can be constructed from the frontal and profile views of the face21. Indeed, the first 
police system to catalogue faces for criminal identification was developed by Alphonse Bertillon, and it pho-
tographically described arrestees using the profile and frontal view. Seeing a face from more than one angle is 
thought to be useful for building a representation of the face’s three-dimensional structure, and knowing the 
three-dimensional structure of a face can provide additional cues that boost discrimination accuracy9, 22. In 
Experiment 1, we tested whether seeing the lineup faces from the angle in which the perpetrator was studied 
improved discrimination (pose reinstatement hypothesis) compared to when such information was not avail-
able, and (b) whether having the same pose information plus additional unstudied information about the face 
at test boosted discrimination accuracy the most. We pre-registered our hypotheses and analysis plan before we 
collected data (https://​osf.​io/​vs48c).

Methods
All methods were carried out in accordance with relevant guidelines and regulations.

Design.  We used a 2 (perpetrator encoding pose: front, right-profile) × 3 (lineup member pose: front, right-
profile, front and right-profile) × 2 (target: present, absent) between-subjects design.

Participants.  Participants (N = 3021) were recruited using Amazon Mechanical Turk; they were remuner-
ated 0.40 cents to take part in the experiment, which took 5  min to complete. Participants who incorrectly 
answered the validation question or experienced a technical issue (n = 117) were excluded, leaving a total of 
2,904 participants (42% female; 18–76  years old, M = 37.46, SD = 11.95  years; 72% Caucasian, 10% Black or 

https://tinyurl.com/t4nc9gp
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African American, 6% Hispanic, 5% East Asian, 2% South Asian, 2% Other, and 3% prefer not to say). Our 
data-collection stopping rule was to recruit 3,000 participants—250 in each of the between-subjects conditions. 
Using the mean difference and SDs observed in Mickes, Flowe, and Wixted, 201223 as a guide, a power analysis 
indicated that, with 250 subjects per between-subjects condition, power would exceed 80%. The research was 
reviewed according to the University of Birmingham Science, Technology, Engineering and Mathematics Ethical 
Review Committee. Informed consent was obtained from all subjects.

Materials.  We filmed a mock crime of a Caucasian male perpetrator aged in his 30 s stealing a handbag 
from behind a female victim. We filmed three versions of the crime: the perpetrator was shown from the front, 
left-profile, or the right-profile. The whole crime was 14 s in length and the perpetrator’s face was in view for 
approximately 8 s. For Experiment 1, we used only the front and right-profile videos.

We recruited 9 members of the public to be the lineup fillers. Following recommended practice, the fillers were 
individuals who matched the physical appearance (i.e., age, build, gender, skin tone, hair color, eye color, facial 
hair, hairstyle) of the perpetrator from the video24, 25. We took static photographs of each lineup member from 
the shoulders up showing him facing directly towards the camera in frontal view, and showing him turning away 
from the camera in profile view (see Fig. 1). Target-absent lineups contained all 9 fillers. Target-absent lineups 
are akin to the real-life scenario in which the police have apprehended a suspect who matches the description of 
the perpetrator, but is innocent. Target-present lineups contained the perpetrator and 8 fillers.

To check that our lineup fillers were plausible alternatives to the suspect, we conducted a mock-witness test. 
First, we asked 10 independent observers to describe the appearance of the perpetrator while looking at the 
perpetrator’s photograph to create a modal description. We presented a different group of participants acting as 
mock-witnesses (N = 80) with the description of the perpetrator followed by a frontal target-present lineup or 
target-absent lineup. The mock-witnesses did not view a crime or a to-be-remembered face; they simply had to 
select the lineup member who best fit the modal description that we provided for them25. The perpetrator was 
identified 7% of the time in the target-present lineup, a rate that did not exceed chance (11%, p > 0.05) and the 
most frequently chosen lineup member was identified 20% of the time in the target-absent lineup, a rate that did 
not significantly exceed chance expectation. We also calculated E’26, a measure of effective size, which assesses 
the number of lineup members that are effective at drawing mock-witness choices27. Effective size was 6.50 (95% 
CI [4.92, 9.61]) in the target-present lineup and 6.76 (95% CI [5.57, 8.60]) in the target-absent lineup. These 
values are appreciably larger than the effective size of lineups reported in field research on UK police lineups 
(e.g., Valentine & Heaton, 1999, reported a mean effective size of 4.24 (SE = 0.31) for photo lineups, and 4.46 
(SE = 0.32) for video lineups)28. Together, the mock-witness test illustrated that our lineups were perceptually 
fair, based on the description of the perpetrator.

Procedure.  At the start of the experiment, participants were asked a number of demographic questions 
(age, sex, ethnicity/race). Then participants watched either the front or right-profile mock-crime video. We told 
participants to pay attention because they would be asked questions about the video later. Next, participants 
watched a distractor cartoon for 1 min 11 s and attempted to solve anagrams for a further 2 min. We asked par-
ticipants if they had experienced any technical problems when viewing the video. Following this, participants 
were told that they would view a lineup and their task was to try and recognize the perpetrator from the mock-
crime video. In line with recommended police practice, participants were told that the perpetrator may or may 
not be present in the lineup24.

Next, the lineup was displayed. The lineup was administered sequentially (i.e., one lineup member was 
shown at a time). We experimentally manipulated the angle from which the lineup members were shown (see 
Fig. 1): In the front condition, the lineup members were shown exclusively from the front, whereas in the right-
profile condition, they were shown exclusive in right-profile. In the front and right-profile condition, the lineup 
members were shown from the front as well as in the right-profile, and for each lineup member, the front and 
right-profile images were shown simultaneously. The order in which the lineup members were presented was 
randomly determined for each participant. Each lineup member was accompanied by a number corresponding 
to their position in the lineup (1–9). We asked participants to write down the number of the lineup member they 
believed to be the perpetrator, if they believed the perpetrator was present in the lineup. Participants saw each 

Figure 1.   Example of lineup faces from the (A) front and (B) right-profile. Consent to publish identifying 
images was obtained.



4

Vol:.(1234567890)

Scientific Reports |        (2021) 11:13830  | https://doi.org/10.1038/s41598-021-92509-0

www.nature.com/scientificreports/

face only once and could not review previously seen faces after they had advanced to the next lineup member. 
Participants could view each lineup member for any length of time desired and once they were finished view-
ing each member, they pressed a “next” button. After viewing the nine lineup members, participants made an 
identification decision by selecting a number (1–9), or indicating that the perpetrator was “Not Present.” All 
participants were asked to rate their confidence in their response on an 11-point Likert-type scale ranging from 
0% (not at all sure) to 100% (completely certain). Finally, at the end of the experiment, participants were asked if 
they had experienced any technical problems while viewing the lineup images, and to select from a drop-down 
menu the type of crime shown in the video as a manipulation check.

Conference presentation.  Sections of these data were presented by Heather D. Flowe at the Society for 
Applied Research in Memory and Cognition (June, 2019), Cape Cod, Massachusetts, The United States.

Results
Our data are available (https://​osf.​io/​jm2k9/). Recall that participants were randomly assigned to encode the 
perpetrator from the front (n = 1449) or the right-profile (n = 1455). After watching the mock crime video, par-
ticipants were randomly assigned to a lineup condition, with 969 viewing the front lineup (480 viewed a target-
present lineup and 489 viewed a target-absent lineup), 975 the right-profile lineup (487 viewed a target-present 
lineup and 488 viewed a target-absent lineup), and 960 the front + right-profile lineup (493 viewed a target-
present lineup and 467 viewed a target-absent lineup). For analysis, we combined over perpetrator encoding pose 
and lineup member pose conditions to create same-pose, different-pose, and same + additional pose conditions, 
as per our OSF pre-registration. This allowed us to test the pose-reinstatement hypothesis, and whether having 
the same pose information plus additional unstudied information about the face boosted discrimination accu-
racy the most. The numbers of participants in each pose condition by experimental group are given in Table 1.

Response frequencies for perpetrator, filler and reject (i.e., “Not Present”) decisions at every level of confidence 
for the same-pose, different-pose, and same + additional pose conditions are displayed in Table 2. The overall 
correct ID rate of the perpetrator (displayed in the proportion row in Table 2) is equal to the total number of 
perpetrator IDs from target-present lineups divided by the number of target-present lineups, in each condition. 

Table 1.   Frequencies of participants in each pose condition by encoding group and lineup type in Experiment 
1.

Lineup type

Same pose (n = 969) Different pose (n = 975) Same + additional pose (n = 960)

Front encoding
Right-profile 
encoding Front encoding

Right-profile 
encoding Front encoding

Right-profile 
encoding

Front lineup 482 – – 487 – –

Right-profile 
lineup – 487 488 – – –

Front + right-
profile lineup – – – – 479 481

Table 2.   Frequencies of perpetrator, filler and reject identification decisions by pose condition in Experiment 
1.

Confidence rating

Same pose Different pose Same + additional pose

Target-present (n = 480)
Target-absent 
(n = 489) Target-present (n = 487)

Target-absent 
(n = 488) Target-present (n = 493)

Target-absent 
(n = 467)

Perp Filler Reject Filler Reject Perp Filler Reject Filler Reject Perp Filler Reject Filler Reject

0 0 0 0 1 0 0 0 2 1 4 0 0 1 1 2

10 2 0 1 3 3 3 4 0 4 3 1 2 0 4 2

20 3 2 4 7 2 2 2 2 13 2 2 2 2 9 4

30 4 3 3 6 6 3 5 5 9 5 4 1 3 8 3

40 6 3 2 15 9 9 11 6 13 12 3 4 5 14 5

50 16 9 5 24 17 21 13 22 28 19 18 13 8 21 11

60 23 15 5 24 18 27 12 18 35 27 11 8 15 20 21

70 20 11 13 29 33 33 11 29 32 31 33 18 12 27 43

80 50 17 21 38 50 50 10 33 36 64 55 8 21 26 44

90 81 9 21 21 72 46 13 31 19 64 90 11 13 17 80

100 113 8 10 19 92 43 6 15 15 52 103 8 18 16 89

Total 318 77 85 187 302 237 87 163 205 283 320 75 98 163 304

Proportion 0.66 0.16 0.18 0.38 0.62 0.49 0.18 0.33 0.42 0.58 0.65 0.15 0.20 0.35 0.65

https://osf.io/jm2k9/
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Because there was not a designated innocent suspect, the number of innocent suspect IDs in target-absent lineups 
was estimated using the total number of filler IDs from target-absent lineups. Following standard practice29, this 
estimate was obtained by dividing the number of target-absent filler IDs by the number of lineup members (i.e., 
9). That estimated value was then divided by the number of target-absent lineups to estimate the false ID rate 
in each condition. The overall correct ID rates were 0.66, 0.49, and 0.65 for the same-pose, different-pose, and 
same + additional pose conditions, respectively. The corresponding overall false ID rates were 0.04, 0.05, and 
0.04 for the same-pose, different-pose, and same + additional pose conditions, respectively. Thus, even without 
performing any additional analyses, it is clear that those in the same and same + additional pose conditions 
performed better than those in the different pose condition, as predicted by the pose-reinstatement hypothesis.

ROC analysis.  We conducted ROC analysis to measure participants’ collective ability to discriminate 
between perpetrators and innocent suspects. Figure 2 shows the ROC curves for the same-pose, different-pose, 
and same + additional-pose conditions (see Mickes et al., 2012, for a tutorial)23. It is apparent that those in the 
same-pose and same + additional pose conditions discriminated perpetrators from innocent suspects better than 
those in the different-pose condition. Partial area under the curve (pAUC) values were computed using a target-
absent filler ID cut-off (i.e., specificity) of 0.618 with the statistical package pROC30. We used a Bonferroni-
corrected alpha level of 0.017. As predicted by the pose-reinstatement hypothesis, the pAUC for the same-pose 
condition (0.186) was significantly greater than the pAUC for the different-pose condition (0.117), D = 5.43, 
p < 0.001. The pAUC for the same + additional pose condition (0.194) was also greater than the pAUC for the 
different-pose condition (0.117), D = 6.29, p < 0.001. Although the same + additional pose condition yielded a 
slightly higher pAUC (0.194) than the same-pose condition (0.186), that difference was not statistically signifi-
cant, D = 0.639, p = 0.523.

We conducted additional ROC analyses to study pose reinstatement effects in each perpetrator encoding pose 
condition (see Supplementary Appendix A). The results indicated that discrimination accuracy was higher when 
the lineup members could be seen in the same pose compared to when they were seen in a different pose in all 
encoding conditions, albeit the effect was more reliable in the frontal pose than in the right-profile condition. 
The increase in discrimination accuracy appears larger in the frontal compared to the profile encoding condition 
(see Supplementary Fig. A1).

We also fit a signal-detection model to the data which accounts for all identification decisions (see Supplemen-
tary Appendix B) and the results agreed with the pAUC results reported here. Compared to when participants 
had different pose information at test (d′ = 1.67), discrimination accuracy was better when they had the same pose 
information that they encoded (d′ = 2.17; χ2 (1) = 35.37, p < 0.001) and when they had the same pose informa-
tion plus additional unstudied information (d′ = 2.02; χ2 (1) = 39.51, p < 0.001). Discrimination accuracy was not 

Figure 2.   Experiment 1 ROC data in the same pose, different pose, and same + additional pose conditions. The 
circles are the empirical data and the curved lines of best fit were generated using the Independent Observations 
model. The bottom x-axis shows the estimated false ID rate of innocent suspects. The dashed line indicates 
chance-level performance. The size of the symbols represents the number of suspect IDs at a given level of 
confidence relative to the total number of suspect IDs collapsed across all levels of confidence31.
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boosted further when participants had available at test additional unstudied information about the face (d′ = 2.20; 
χ2 (1) = 0.10, p = 0.752). The same was true when the model was fit to each perpetrator encoding pose condition 
separately, and the effect appears larger in the frontal compared to the profile encoding condition (see Supple-
mentary Appendix B). Taken together, these supplementary results support the pose-reinstatement hypothesis.

Analyses of the confidence accuracy relationship by lineup member pose condition are presented in Sup-
plementary Appendix C.

In sum, the results of Experiment 1 support the pose-reinstatement hypothesis: consistent viewpoint infor-
mation at study and at test improved lineup discrimination accuracy. These findings conceptually replicate face 
recognition research using an episodic memory paradigm and an eyewitness identification task.

Experiment 2
In Experiment 2, we extended Experiment 1 by examining whether participants would actively seek to reinstate 
during a lineup test the pose in which they had encoded a perpetrator commit a mock crime (i.e., left-profile or 
right-profile). Relatedly, an interactive virtual reality eyewitness memory study with avatars reported that having 
multiple face viewpoints available at test increased accuracy, but only when the perpetrator was present in the 
lineup32. However, this study was likely underpowered, and did not vary encoding pose or measure discrimina-
tion accuracy. We developed an interactive lineup procedure that enabled participants to rotate the lineup faces 
into any pose desired. The procedure recorded the length of time participants spend viewing the faces at different 
angles. We predicted that participants would naturally reinstate the lineup faces, particularly the perpetrator’s 
face, into the same pose as they had encoded the perpetrator, and that greater pose reinstatement would be 
associated with better discrimination accuracy. We pre-registered our hypotheses and analysis plan before we 
collected data (https://​osf.​io/​ezsxg).

Design.  We used a 2 (perpetrator encoding pose: left-profile, right-profile) × 2 (target: present, absent) 
between-subjects design.

Participants.  Participants (N = 1727) were recruited from Amazon Mechanical Turk; they were remuner-
ated 0.45 cents. Participants who incorrectly answered the attention check question (n = 40) and those who did 
not interact with any of the faces in the lineup (n = 257) were excluded, leaving a total of 1430 participants (56% 
female, 43% male, 1% preferred not to say or stated ‘other’; 18–83 years old, M = 36.93, SD = 12.06 years; 75% 
Caucasian, 9% Black or African American, 6% Hispanic, 6% East Asian, 3% South Asian, 1% American Indian 
or Alaska Native, < 1% Native Hawaiian or other Pacific Islander, and 0% Other ethnicities/races or prefer not to 
say). None of the participants who took part in Experiment 1 took part in Experiment 2.

Of the 1430 participants who were included in the data analysis, 725 viewed the right-profile mock-crime 
video (352 participants were assigned a target-present lineup and 373 were assigned a target-absent lineup) 
and 705 viewed the left-profile crime video (355 were assigned a target-present lineup and 350 were assigned a 
target-absent lineup). Participants were randomly allocated into conditions, with the constraint that the num-
ber of participants in each condition was relatively equal. Our data-collection stopping rule was to recruit 1400 
participants—350 in each of the between-subject conditions. Using the medium effect sizes determined in a pilot 
study, a power analysis indicated that, with 350 subjects per between-subjects condition, power would exceed 
80% in all of our planned analyses.

Materials.  We used the same mock crime as Experiment 1, but this time we used only the right-profile 
and left-profile crime videos. Unlike Experiment 1, participants could interact with the lineup members and 
view them from any angle desired. To this end, we took images of the lineup members and rendered them into 
rotatable objects using our Eyewitness Interactive program. The lineup members were the same as those used in 
Experiment 1, but this time we used 6 lineup members, instead of 9, for use in our Eyewitness Interactive soft-
ware. Target-present lineups contained the perpetrator and 5 fillers, target-absent lineups contained 6 fillers. To 
assess perceptual fairness in the 6-person interactive lineups, we conducted a mock-witness test and presented a 
new group of participants (N = 50) with the description of the perpetrator followed by the target-present lineup 
or target-absent lineup. The perpetrator was identified 12% of the time in the target-present lineup and the 
most frequently chosen lineup member was identified 25% of the time in the target-absent lineup; these rates 
did not significantly exceed chance expectation (17%), p > 0.05. Effective size was 5.63 (95% CI [4.78, 6.86]) in 
the target-present lineup and 5.05 (95% CI [4.00, 6.86]) in the target-absent lineup. This means that there were 
approximately 5 members who were viable alternatives from which the witness might choose. Together, the 
mock-witness test illustrated that our lineups were perceptually fair, based on the description of the perpetrator.

Procedure.  We used the same procedures as in Experiment 1 with three exceptions. First, participants either 
saw the left-profile or right-profile mock-crime video. Second, to reduce the overall length of the experiment, 
we removed the anagrams, so participants just watched the distractor cartoon for 1 min and 11 s during the 
filler task. Finally, at test, we used an interactive lineup. During the interactive lineup, each lineup member was 
initially shown in frontal pose and participants were instructed that they could use their mouse or touchpad to 
rotate the face so that they could view it from other angles. If participants did not interact, the face was shown 
facing forward the entire time. The program used to present the interactive lineup recorded whether, and for 
how long, participants examined five regions of the face (left-profile, left three-quarter, frontal, right three-quar-
ter, and right-profile). It is important to note that we were interested in how participants behaved naturally. As 
such, we did not constrain the length of time participants spent on each of the members to be equal, and we did 
not force participants to interact with the faces in any particular manner. We did, however, encourage partici-

https://osf.io/ezsxg
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pants to interact. Before the lineup, we told participants: “We want to see how people interact with these faces. We 
are recording what you are doing with your mouse.” Participants had to view each lineup member for at least 5 s, 
after which time, they could press the “next” button to proceed to the next face or, if they had already seen all 6 
faces, make a lineup decision. As such, the stopping rule was that participants had to see every lineup face before 
making a decision. Under each lineup member, we reminded participants: “Remember to click on and rotate the 
face. Please examine the face for as long as you need. You must wait 5 s before you can continue”.

Results
Our data are available (https://​osf.​io/​vtmdb/). Response frequencies for perpetrator, filler, and reject decisions 
at every level of confidence for the right-profile and left-profile encoding conditions are displayed in Table 3. 
As in Experiment 1, the false ID rate was estimated by dividing the number of target-absent filler IDs by the 
number of lineup members (i.e., 6 in this experiment). That estimated value was then divided by the number 
of target-absent lineups to estimate the false ID rate. The overall correct ID rates were 0.67 and 0.74 for the left-
profile and right-profile encoding conditions, respectively. The corresponding false ID rates were both 0.07 for 
the left-profile (0.41/6) and the right-profile (0.43/6) conditions.

Given the observed differences in the correct ID rates, we conducted ROC analysis to see whether discrimi-
nation accuracy was significantly different between left- and right-profile encoding conditions. Note that this 
analysis was not part of our pre-registered plan because we did not expect to see any differences between the 
left- and right-profile encoding conditions. Those assigned to the right-profile condition were slightly better 
at discriminating innocent from guilty suspects than those assigned to the left-profile condition. The pAUC 
(computed using a target-absent filler ID cut-off of 0.59) for the right-profile condition (0.228) was significantly 
greater than the pAUC for the left-profile condition (0.191), D = 2.35, p = 0.019. The results of a signal-detection 
model fit to the data partially agreed with the pAUC results reported here: d′ was estimated to be higher in 
the right-profile (2.14) than the left-profile (1.95) encoding condition, but that difference did not quite reach 
statistical significance, χ2 (1) = 3.55, p = 0.060. We had not expected to see any differences in accuracy between 
the left- and right- profile encoding conditions, but previous research has found that the right compared to the 
left side of a face is perceptually more salient to an observer33, which may explain why participants were more 
accurate when they encoded the perpetrator in right-profile pose. Given the unexpected difference in accuracy 
between the right-profile and left-profile, in our subsequent analyses, we ran additional tests to check that the 
results were consistent across both the left- and right- encoding conditions.

Perpetrator pose reinstatement.  We hypothesized that participants would turn the lineup faces to rein-
state the same pose as they had viewed the perpetrator in the mock-crime video, and also hypothesised that this 
pose-restatement effect would be larger for the perpetrator’s face compared to filler faces in the target-present 
lineup. To measure pose reinstatement, we calculated for every participant and lineup face the proportion of 
time that the participant spent examining the same profile side of the lineup face as the perpetrator had been 
shown, as well as the proportion of time that participants spent examining the opposite profile of the lineup face 
relative to the profile view in which the perpetrator had been shown. The proportion of time spent on the same 
profile of the face was measured by determining the total amount of time a lineup face was rotated and paused 
within the same profile region divided by the total length of time that the lineup face was on screen. Proportion 
of time spent on the opposite profile of the face was similarly determined, summing the total length of time the 
lineup face was rotated and paused within the opposite profile region and dividing by the total length of time 

Table 3.   Frequencies of perpetrator, filler and reject identification decisions in interactive lineups by encoding 
condition in Experiment 2.

Confidence rating

Left-encoding Right-encoding

Target-present Target-absent Target-present Target-absent

Perp Filler Reject Filler Reject Perp Filler Reject Filler Reject

0 1 0 2 0 1 0 0 0 0 0

10 1 1 0 1 0 1 1 1 2 1

20 1 2 0 2 0 1 1 1 4 1

30 3 1 0 5 3 1 2 2 6 7

40 7 1 4 9 1 2 5 1 6 6

50 14 4 9 24 17 9 6 4 21 7

60 16 6 6 27 10 14 12 1 27 17

70 35 16 13 22 30 38 7 6 39 31

80 48 4 21 29 54 46 12 10 33 44

90 53 5 11 11 39 67 8 5 15 47

100 58 1 11 13 52 80 4 4 8 51

Total 237 41 77 143 207 259 58 35 161 212

Proportion 0.67 0.12 0.22 0.41 0.59 0.74 0.16 0.10 0.43 0.57

https://osf.io/vtmdb/
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that the lineup face was on screen. To examine how the subject interacted with the target compared to the filler 
faces, we averaged across the filler faces the same side proportion data and the opposite side proportion data.

To examine pose reinstatement in target-present lineups, we conducted a 2 (perpetrator pose reinstate-
ment: same, opposite) × 2 (face type: perpetrator, filler) repeated measures ANOVA using the proportion of time 
data from the target-present condition. The top panel of Fig. 3 shows the target-present lineup viewing time 
data plotted by encoding condition. As predicted, participants spent a larger proportion of time examining the 
lineup faces in the same profile as they had encoded the perpetrator compared to the opposite profile (M = 0.23, 
SEM = 0.005 versus M = 0.11, SEM = 0.003, respectively), a large sized significant main effect for pose reinstate-
ment, F(1, 670) = 425.39, p < 0.001, ηp

2 = 0.39. Participants also spent a larger proportion of time examining the 
perpetrator’s face compared to the filler faces in profile view (M = 0.19, SEM = 0.004 versus M = 0.16, SEM = 0.003, 
respectively), a moderately sized significant main effect for face type, F(1, 670) = 84.92, p < 0.001, ηp

2 = 0.11. As we 
had hypothesized, there was also a pose reinstatement × face type interaction effect, F(1, 670) = 58.32, p < 0.0001, 
ηp

2 = 0.08. Participants apportioned more time viewing the perpetrator’s face in the same profile as the perpetrator 
had been shown compared to the fillers’ faces (M = 0.26, SEM = 0.007 versus M = 0.20, SEM = 0.004), t(670) = 9.76, 
p < 0.001. The proportion of time spent viewing the profile of the faces that was opposite to that in which the 
perpetrator had been shown did not differ by face type (perpetrator M = 0.11, SEM = 0.004 versus filler M = 0.12, 
SEM = 0.003), t(680) = − 0.256, p > 0.05.

To examine pose reinstatement in target-absent lineups, we conducted a 2 (perpetrator pose reinstatement: 
same, opposite) repeated measures ANOVA using the proportion of time data from the target-absent condition. 
Descriptive data are shown in the bottom panel of Fig. 3. As predicted, participants spent a larger proportion of 
time viewing the lineup faces in the same profile as they had encoded the perpetrator compared to the opposite 
profile (M = 0.19, SEM = 0.004 versus M = 0.11, SEM = 0.003, respectively), a large sized significant main effect 
for pose reinstatement, F(1, 720) = 298.5, p < 0.001, ηp

2 = 0.29.
There are two things to note about the ANOVA results reported above in relation to our data analysis plan 

reported in the OSF preregistration (https://​osf.​io/​ezsxg). First, as per the preregistration, we did not include 
encoding condition as a variable in the ANOVAs. However, since we unexpectedly found higher discrimination 
accuracy in the right- compared to the left-profile condition in our preliminary examination of the data, we ran 

Figure 3.   Mean (+ 1SEM) proportion of time participants spent in the target-present and target-absent lineup 
conditions viewing the perpetrator and filler lineup faces in the same profile compared to the opposite profile as 
the perpetrator’s face had been shown in the crime video.

https://osf.io/ezsxg
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an additional test and checked whether encoding condition had an effect on the ANOVA results reported here. 
When encoding condition is included in the model, the pattern and statistical significance of the results we report 
here do not change. Second, as stated in our OSF preregistration, we had planned to include accuracy (correct 
versus incorrect ID decision) in the ANOVA. However, given that this treatment of accuracy would confound 
discrimination accuracy with response bias23, we instead examined the association between pose reinstatement 
and discrimination accuracy using ROC analysis. We present these analyses next.

Pose reinstatement and ID discrimination accuracy.  We investigated the relationship between pose 
reinstatement and discrimination accuracy. We predicted that greater pose reinstatement would be associated 
with better discrimination accuracy. To test this prediction, we measured the proportion of time participants 
reinstated the lineup faces into the same pose in which the perpetrator had been seen in the mock-crime video 
(collapsed across target-presence and lineup member type). We created two pose-reinstatement groups: high 
and low pose reinstatement, using a median split. The overall correct and false ID rates for the high pose-
reinstatement group were 0.73 and 0.10, respectively. Whereas the overall correct and false ID rates for the low 
pose-reinstatement group were 0.67 and 0.10, respectively.

ROC analysis.  To see whether discrimination accuracy is significantly greater for those in the high pose-rein-
statement group, we conducted ROC analysis; Fig. 4 shows these ROCs. The high pose-reinstatement group 
yielded a significantly greater pAUC (0.217) than the low pose-reinstatement group (0.184), D = 2.148, p = 0.03. 
Note that a similar pattern of results was found across the encoding conditions. In the right-profile encoding 
condition, there was a non-significant trend for the pAUC to be greater in the high (0.233) compared to low 
(0.196) pose-reinstatement group, D = 1.78, p = 0.08. In the left-profile condition, there was also a non-significant 
trend for the pAUC to be greater in the high (0.199) compared to the low (0.176) pose-reinstatement group, 
D = 1.01, p = 0.31. Again, when we fit a signal-detection model to the data (Supplementary Appendix B), the 
results agreed with the pAUC results reported here: d′ was estimated to be greater for the high pose-reinstate-
ment group (2.14) than the low pose-reinstatement group (1.97), though that difference did not reach statistical 
significance, χ2 (1) = 3.04, p = 0.08.

Analyses of the confidence-accuracy relationship for the low and high pose reinstatement groups are pre-
sented in Supplementary Appendix C.

Figure 4.   Experiment 2 ROC data for the high pose-reinstatement and low pose-reinstatement participants. 
In (A), the circles are the empirical data and the curved lines of best fit were generated using the Independent 
Observations model. The bottom x-axis shows the estimated false ID rate of innocent suspects. The dashed line 
indicates chance-level performance. The size of the symbols represents the number of suspect IDs at a given 
level of confidence relative to the total number of suspect IDs collapsed across all levels of confidence (Seale-
Carlisle et al., 2019)34.
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General discussion
We investigated whether pose-reinstatement effects, which have been demonstrated only with standard face 
recognition paradigms, generalize to the eyewitness identification context. As predicted by the encoding speci-
ficity principle, in two experiments, we found that accuracy varied in relation to whether the participant had 
the same or different pose information in the lineup task as was encoded during the mock crime. Notably, our 
novel interactive lineup test, which allowed participants to rotate and view the lineup members in any angle, 
enabled us to test whether participant witnesses naturally seek to reinstate perpetrator pose at test, and if pose 
reinstatement was associated with discrimination accuracy. We found that participants reinstated perpetrator 
pose during the interactive lineup task and high pose reinstatement was associated with accuracy.

Consistent with the basic face recognition literature8, 10, our results show that people store viewpoint infor-
mation in memory, even when face learning occurs under more naturalistic conditions. Remarkably, without 
instruction, participants spontaneously rotated the lineup faces to match the pose in which they had encoded 
the perpetrator. This suggests that people—consciously or unconsciously—value the information that can be 
gleaned from reinstating pose when making an identification decision from a lineup. More broadly, it evidences 
that humans actively seek out information in the testing environment that matches the study environment to 
help them to retrieve information from memory, a result that is in line with other eyewitness research varying 
the overlap between cues at learning and at test14–17.

Our study provides evidence that identification procedures allowing participants to reinstate perpetrator 
pose could boost discrimination accuracy. Research comparing the efficacy of static frontal pose photo lineups 
and video lineup procedures has found mixed results35–39. Seale-Carlisle et al.31 also compared photo and video 
lineups and found no significant difference (though photo lineups yielded a higher ROC). However, perpetra-
tor encoding angle, and the overlap between the angle of the faces at encoding and test was not considered in 
any of these studies. Our data suggest that showing the lineup members in the same pose that the perpetrator 
was viewed, or conducting interactive lineups—that allow witnesses to actively seek the pose information they 
require—could significantly increase eyewitness discrimination accuracy compared to existing lineup procedures. 
A recent meta-analysis of the literature31 indicated that the weighted average pAUC for sequentially presented 
static frontal pose photographic lineups is 0.100% CI [0.081, 0.120], which, descriptively speaking, is lower than 
the pAUCs (left encoding pAUC = 0.198 and right encoding pAUC = 0.221) we obtained for interactive lineups 
in the present study. Further, we found in two experiments, one conducted in lab and the other online, that 
interactive lineups boost discrimination accuracy over static frontal pose photographic lineups, increasing the 
correct identification of guilty suspects by 18%40.

Considering our main findings, and the limitations of this study, we suggest five key areas for further research. 
First, future research could systematically control the rotation of the lineup faces and assess the effect on accuracy, 
particularly using a wider variety of encoding poses and significantly longer retention intervals. The benefit of 
pose reinstatement may vary depending on the difficulty of encoding. Discrimination accuracy was higher when 
the perpetrator was studied in frontal as opposed to profile view. When participants encoded the perpetrator 
from front-on, discrimination accuracy was higher when the frontal pose was available at test compared to 
when it was not available. While there was also a pose reinstatement effect when the perpetrator was encoded 
in profile view, the size of the effect was smaller. Second, it would be interesting to examine the role of move-
ment as a recognition cue in the context of lineups. According to the representation enhancement hypothesis, 
facial motion (i.e., rigid motion, such as turning the head, and elastic motion, such as smiling) aids perception 
3D structure41, 42. Third, another key direction for further research is to use interactive lineups as a tool to study 
memory retrieval processes, such as whether people search for diagnostic versus non-diagnostic features43. The 
interactive procedure allows for exploring face viewing behaviour in online studies with large samples of par-
ticipants, and therefore, is a useful adjunct to other methods being used to study decision processes, such as eye 
tracking44 and response time34, 45, 46. Fourth, like every lineup procedure, the interactive lineup comprises different 
components (e.g., movement, multiple viewing angles, interactivity, sequential viewing). One component or a 
combination of components may be responsible for improvements in eyewitness accuracy. We have demonstrated 
that interactive lineups can facilitate pose reinstatement and improve accuracy and additional research should 
determine which components of the procedure have the largest effect on accuracy. Finally, future work is needed 
to ascertain whether eyewitnesses are able to accurately report the pose in which they encoded the perpetrator, 
and whether doing so is necessary for obtaining pose reinstatement effects. In the case of the infamous serial 
killer Ted Bundy, for example, a lineup identification was called into question by the defense owing to differences 
between encoding and test pose47.

In sum, our findings provide evidence that allowing witnesses to reinstate pose at test increases discrimina-
tion accuracy. Our results deepen our theoretical understanding of how faces are processed during learning and 
remembering, particularly in more naturalistic contexts. Our work follows the example of others in innovating 
lineup procedures48–50 and answers the National Academy of Sciences’3 call for the use of psychological theory 
and innovative technology to improve the accuracy of eyewitness identification.

Data availability
Our data are freely available (Experiment 1: https://​osf.​io/​jm2k9/ and Experiment 2: https://​osf.​io/​vtmdb/).

Received: 14 July 2020; Accepted: 11 June 2021

https://osf.io/jm2k9/
https://osf.io/vtmdb/


11

Vol.:(0123456789)

Scientific Reports |        (2021) 11:13830  | https://doi.org/10.1038/s41598-021-92509-0

www.nature.com/scientificreports/

References
	 1.	 Police Executive Research Forum. A national survey of eyewitness identification procedures in law enforcement agencies. http://​www.​

polic​eforum.​org/. Accessed 14 June 2021 (2013).
	 2.	 Fitzgerald, R. J., Price, H. L. & Valentine, T. Eyewitness identification: Live, photo, and video lineups. Psychol. Public Policy Law 

24(3), 307–325. https://​doi.​org/​10.​1037/​law00​00164 (2018).
	 3.	 National Research Council. Identifying the Culprit: Assessing Eye-Witness Identification. (The National Academies Press, 2014).
	 4.	 Tulving, E. & Thomson, D. M. Encoding specificity and retrieval processes in episodic memory. Psychol. Rev. 80, 352–373. https://​

doi.​org/​10.​1037/​h0020​071 (1973).
	 5.	 Godden, D. R. & Baddeley, D. Context-dependent memory in two natural environments: on land and underwater. Br. J. Psychol. 

66(3), 325–331 (1975).
	 6.	 Morris, C. D., Bransford, J. D. & Franks, J. J. Levels of processing versus transfer appropriate processing. J. Verb. Learn. Verb. Behav. 

16, 519–533. https://​doi.​org/​10.​1016/​S0022-​5371(77)​80016-9 (1977).
	 7.	 Kolers, P. A. Remembering operations. Mem. Cogn. 1, 347–355. https://​doi.​org/​10.​3758/​BF031​98119 (1973).
	 8.	 Bruce, V. Changing faces: Visual and non-visual coding processes in face recognition. Br. J. Psychol. 73, 105–116. https://​doi.​org/​

10.​1111/j.​2044-​8295.​1982.​tb017​95.x (1982).
	 9.	 Hill, H., Schyns, P. G. & Akamatsu, S. Information and viewpoint dependence in face recognition. Cognition 62, 201–222. https://​

doi.​org/​10.​1016/​S0010-​0277(96)​00785-8 (1997).
	10.	 Woodhead, M. M., Baddeley, A. D. & Simmonds, D. C. V. On training people to recognize faces. Ergonomics 22, 333–343. https://​

doi.​org/​10.​1080/​00140​13790​89246​17 (1979).
	11.	 O’Toole, A. J., Roark, D., Jiang, F. & Abdi, H. Predicting human performance for face recognition. In Face Processing: Advanced 

Modeling and Methods. (eds., Zhao, W. & Chellapppa, R.) 293–319 (Academic Press, 2006).
	12.	 Grill-Spector, K. et al. Differential processing of objects under various viewing conditions in the human lateral occipital complex. 

Neuron 24, 187–203. https://​doi.​org/​10.​1016/​S0896-​6273(00)​80832-6 (1999).
	13.	 Carlson, C. A. et al. Testing encoding specificity and the diagnostic feature-detection theory of eyewitness identification, with 

implications for showups, lineups, and partially disguised perpetrators. Cogn. Res. Princ. Implic. https://​doi.​org/​10.​1186/​s41235-​
021-​00276-3 (2021).

	14.	 Wetmore, S. A., Neuschatz, J. S., Gronlund, S. D., Key, K. N. & Goodsell, C. A. Do the clothes make the criminal? The influence 
of clothing match on identification accuracy in showups. J. Appl. Res. Mem. Cogn. 4(1), 36–42. https://​doi.​org/​10.​1016/j.​jarmac.​
2014.​12.​003 (2015).

	15.	 Manley, K. D., Chan, J. C. K. & Wells, G. L. Do masked-face lineups facilitate eyewitness identification of a masked individual?. J. 
Exp. Psychol. Appl. 25(3), 396–409. https://​doi.​org/​10.​1037/​xap00​00195 (2019).

	16.	 Cutler, B. L., Penrod, S. D. & Martens, T. K. Improving the reliability of eyewitness identification: Putting context into context. J. 
Appl. Psychol. 72(4), 629–637. https://​doi.​org/​10.​1037/​0021-​9010.​72.4.​629 (1987).

	17.	 Schreiber Compo, N. et al. Witness memory and alcohol: The effects of state dependent recall. Law Hum. Behav. 41(2), 202–215. 
https://​doi.​org/​10.​1037/​lhb00​00224 (2017).

	18.	 Hosie, J. A. & Milne, A. B. The effect of experimental design on memory for typical and distinctive faces. Memory 4, 175–197. 
https://​doi.​org/​10.​1080/​09658​21963​89031 (1996).

	19.	 Logie, R. H., Baddeley, A. D. & Woodhead, M. M. Face recognition, pose and ecological validity. Appl. Cogn. Psychol. 1, 53–69. 
https://​doi.​org/​10.​1002/​acp.​23500​10108 (1987).

	20.	 Thompson, W. B. Eyewitness memory: A field study of viewing angle, pose, and eyewitness age. Appl. Psychol. Crim. Justice. 14(2), 
102–119 (2018).

	21.	 Gordon, G. G. Face recognition from frontal and profile views [Paper presentation]. The International Workshop on Automatic 
Face and Gesture Recognition, Zurich. (1995).

	22.	 Longmore, C. A., Liu, C. H. & Young, A. W. Learning faces from photographs. J. Exp. Psychol. Hum. Percept. Perform. 34(1), 77–100. 
https://​doi.​org/​10.​1037/​0096-​1523.​34.1.​77 (2008).

	23.	 Mickes, L., Flowe, H. D. & Wixted, J. T. Receiver operating characteristic analysis of eyewitness memory: Comparing the diagnostic 
accuracy of simultaneous vs. sequential lineups. J. Exp. Psychol. Appl. 18, 361–376. https://​doi.​org/​10.​1037/​a0030​609 (2012).

	24.	 Police and Criminal Evidence Act 1984, Code D. https://​www.​gov.​uk/​gover​nment/​publi​catio​ns/​pace-​code-d-​2017. Accessed 14 
June 2021 (2017).

	25.	 Technical Working Group for Eyewitness Evidence. Eyewitness Evidence: A Guide for Law Enforcement. (United States Department 
of Justice, Office of Justice Programs, National Institute of Justice, 1999).

	26.	 Doob, A. N. & Kirshenbaum, H. M. Bias in police lineups—Partial remembering. J. Police Sci. Adm. 1, 287–293 (1973).
	27.	 Tredoux, C. G. Statistical inference on lineup measures. Law Hum. Behav. 22, 217–237. https://​doi.​org/​10.​1023/A:​10257​46220​886 

(1998).
	28.	 Malpass, R. S. Effective size and defendant bias in eyewitness identification lineups. Law Hum Behav. 5, 299–309. https://​doi.​org/​

10.​1007/​BF010​44945 (1981).
	29.	 Valentine, T. & Heaton, P. An evaluation of the fairness of police line-ups and video identifications. Appl. Cogn. Psychol. 13, S59–

S72. https://​doi.​org/​10.​1002/​(SICI)​1099-​0720(199911)​13:​1+%​3cS59::​AID-​ACP679%​3e3.0.​CO;2-Y (1999).
	30.	 Palmer, M. A., Brewer, N., Weber, N. & Nagesh, A. The confidence-accuracy relationship for eyewitness identification decisions: 

Effects of exposure duration, retention interval, and divided attention. J. Exp. Psychol. Appl. 19, 55–71. https://​doi.​org/​10.​1037/​
a0031​602 (2013).

	31.	 Robin, X. et al. pROC: An open-source package for R and S to analyze and compare ROC curves. BMC Bioinform. 12, 77. https://​
doi.​org/​10.​1186/​1471-​2105-​12-​77 (2011).

	32.	 Seale-Carlisle, T. M., Wetmore, S. A., Flowe, H. D. & Mickes, L. Designing police lineups to maximize memory performance. J. 
Exp. Psychol. Appl. 25, 410–430. https://​doi.​org/​10.​1037/​xap00​00222 (2019).

	33.	 Bailenson, J. N. et al. The effects of witness viewpoint distance, angle, and choice on eyewitness accuracy in police lineups conducted 
in immersive virtual environments. PRESENCE Teleoperators Virtual Environ. 17(3), 242–255. https://​doi.​org/​10.​1162/​pres.​17.3.​
242 (2008).

	34.	 Gilbert, C. & Bakan, P. Visual asymmetry in perception of faces. Neuropsychologia 11, 355–362 (1973).
	35.	 Seale-Carlisle, T. M. et al. Confidence and response time as indicators of eyewitness identification accuracy in the lab and in the 

real world. J. Appl. Res. Mem. Cogn. 8, 420–428. https://​doi.​org/​10.​1016/j.​jarmac.​2019.​09.​003 (2019).
	36.	 Clark, S. E., Moreland, M. B., & Rush, R. A. Lineup composition and lineup fairness. In Forensic Facial Identification: Theory and 

Practice of Identification from Eyewitnesses, Composites and CCTV (eds. Valentine, T. & Davis, J. P.) 127–157 (Wiley, 2015) https://​
doi.​org/​10.​1002/​97811​18469​538.​ch6.

	37.	 Cutler, B. L. & Fisher, R. P. Live lineups, videotaped line-ups, and photo arrays. Forensic Rep. 3, 439–448 (1990).
	38.	 Cutler, B. L., Berman, G. L., Penrod, S. D., & Fisher, R. P. Conceptual, practical, and empirical issues associated with eyewitness 

identification test media. In Adult Eyewitness Testimony: Current Trends and Developments. (eds. Ross, J. R. D. & Toglia, M. P.) 
163–181 (Cambridge University Press, 1994).

	39.	 Seale-Carlisle, T. M. & Mickes, L. US line-ups outperform UK line-ups. R. Soc. Open Sci. 3(9), 2–12. https://​doi.​org/​10.​1098/​rsos.​
160300 (2016).

http://www.policeforum.org/
http://www.policeforum.org/
https://doi.org/10.1037/law0000164
https://doi.org/10.1037/h0020071
https://doi.org/10.1037/h0020071
https://doi.org/10.1016/S0022-5371(77)80016-9
https://doi.org/10.3758/BF03198119
https://doi.org/10.1111/j.2044-8295.1982.tb01795.x
https://doi.org/10.1111/j.2044-8295.1982.tb01795.x
https://doi.org/10.1016/S0010-0277(96)00785-8
https://doi.org/10.1016/S0010-0277(96)00785-8
https://doi.org/10.1080/00140137908924617
https://doi.org/10.1080/00140137908924617
https://doi.org/10.1016/S0896-6273(00)80832-6
https://doi.org/10.1186/s41235-021-00276-3
https://doi.org/10.1186/s41235-021-00276-3
https://doi.org/10.1016/j.jarmac.2014.12.003
https://doi.org/10.1016/j.jarmac.2014.12.003
https://doi.org/10.1037/xap0000195
https://doi.org/10.1037/0021-9010.72.4.629
https://doi.org/10.1037/lhb0000224
https://doi.org/10.1080/096582196389031
https://doi.org/10.1002/acp.2350010108
https://doi.org/10.1037/0096-1523.34.1.77
https://doi.org/10.1037/a0030609
https://www.gov.uk/government/publications/pace-code-d-2017
https://doi.org/10.1023/A:1025746220886
https://doi.org/10.1007/BF01044945
https://doi.org/10.1007/BF01044945
https://doi.org/10.1002/(SICI)1099-0720(199911)13:1+%3cS59::AID-ACP679%3e3.0.CO;2-Y
https://doi.org/10.1037/a0031602
https://doi.org/10.1037/a0031602
https://doi.org/10.1186/1471-2105-12-77
https://doi.org/10.1186/1471-2105-12-77
https://doi.org/10.1037/xap0000222
https://doi.org/10.1162/pres.17.3.242
https://doi.org/10.1162/pres.17.3.242
https://doi.org/10.1016/j.jarmac.2019.09.003
https://doi.org/10.1002/9781118469538.ch6
https://doi.org/10.1002/9781118469538.ch6
https://doi.org/10.1098/rsos.160300
https://doi.org/10.1098/rsos.160300


12

Vol:.(1234567890)

Scientific Reports |        (2021) 11:13830  | https://doi.org/10.1038/s41598-021-92509-0

www.nature.com/scientificreports/

	40.	 Valentine, T., Darling, S. & Memon, A. Do strict rules and moving images increase the reliability of sequential identification 
procedures?. Appl. Cogn. Psychol. 21, 933–949. https://​doi.​org/​10.​1002/​acp.​1306 (2007).

	41.	 Colloff, M. F. et al. Active exploration of faces in police lineups increases discrimination accuracy for own- and other-race faces. 
Am. Psychol. (in press)

	42.	 O’Toole, A. J., Roark, D. A. & Abdi, H. Recognizing moving faces: A psychological and neural synthesis. Trends Cogn. Sci. 6, 
261–266. https://​doi.​org/​10.​1016/​S1364-​6613(02)​01908-3 (2002).

	43.	 Bruce, V., & Valentine, T. When a nod’s as good as a wink: The role of dynamic information in facial recognition. In Practical 
Aspects of Memory: Current Research and Issues, Vol. 1. Memory in Everyday Life (eds. Gruneberg, M. M. et al.) 169–174 (Wiley, 
1988).

	44.	 Wixted, J. T. & Mickes, L. A signal-detection-based diagnostic-feature-detection model of eyewitness identification. Psychol. Rev. 
121, 262–276. https://​doi.​org/​10.​1037/​a0035​940 (2014).

	45.	 Flowe, H. D. An exploration of visual behaviour in eyewitness identification tests. Appl. Cogn. Psychol. 25, 244–254. https://​doi.​
org/​10.​1002/​acp.​1670 (2011).

	46.	 Sauerland, M. & Sporer, S. L. Fast and confident: Postdicting eyewitness identification accuracy in a field study. J. Exp. Psychol. 
Appl. 15(1), 46–62. https://​doi.​org/​10.​1037/​a0014​560 (2009).

	47.	 Brewer, N. & Wells, G. L. The confidence-accuracy relationship in eyewitness identification: Effects of lineup instructions, foil 
similarity, and target-absent base rates. J. Exp. Psychol. Appl. 12, 11–30. https://​doi.​org/​10.​1037/​1076-​898x.​12.1.​11 (2006).

	48.	 Bundy v. State, 455 So. 2d 330 (1984).
	49.	 Horry, R., Brewer, N. D. & Weber, N. S. The grain-size lineup: A test of a novel eyewitness identification procedure. Law Hum. 

Behav. 40(2), 147–158. https://​doi.​org/​10.​1037/​lhb00​00166 (2016).
	50.	 Brewer, N., Weber, N. & Guerin, N. Police lineups of the future?. Am. Psychol. 75, 76–91. https://​doi.​org/​10.​1037/​amp00​00465 

(2020).
	51.	 Pozzulo, J. D. & Lindsay, R. C. L. Elimination lineups: An improved identification procedure for child eyewitnesses. J. Appl. Psychol. 

84(2), 167–176. https://​doi.​org/​10.​1037/​0021-​9010.​84.2.​167 (1999).
	52.	 Mickes, L. Receiver operating characteristic analysis and confidence—accuracy characteristic analysis in investigations of system 

variables and estimator variables that affect eyewitness memory. J. Appl. Res. Mem. Cogn. 4, 93–102. https://​doi.​org/​10.​1016/j.​
jarmac.​2015.​01.​003 (2015).

Author contributions
H. F. developed the study concept. All authors contributed to the study design. N. K. developed the stimulus 
materials. Testing and data collection were performed by T.S.C., M.C. and H.F. Data analysis was performed by 
T.S.C., M.C., H.F., J.C.R. and S.Y., T.S.C., M.C. and H.F. drafted the manuscript, and all authors provided critical 
revisions. All authors approved the final version of the manuscript for submission.

Competing interests 
The authors declare no competing interests.

Additional information
Supplementary Information The online version contains supplementary material available at https://​doi.​org/​
10.​1038/​s41598-​021-​92509-0.

Correspondence and requests for materials should be addressed to H.D.F.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note  Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access   This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the 
Creative Commons licence, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder. To view a copy of this licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/.

© The Author(s) 2021

https://doi.org/10.1002/acp.1306
https://doi.org/10.1016/S1364-6613(02)01908-3
https://doi.org/10.1037/a0035940
https://doi.org/10.1002/acp.1670
https://doi.org/10.1002/acp.1670
https://doi.org/10.1037/a0014560
https://doi.org/10.1037/1076-898x.12.1.11
https://doi.org/10.1037/lhb0000166
https://doi.org/10.1037/amp0000465
https://doi.org/10.1037/0021-9010.84.2.167
https://doi.org/10.1016/j.jarmac.2015.01.003
https://doi.org/10.1016/j.jarmac.2015.01.003
https://doi.org/10.1038/s41598-021-92509-0
https://doi.org/10.1038/s41598-021-92509-0
www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/

	Perpetrator pose reinstatement during a lineup test increases discrimination accuracy
	Experiment 1
	Methods
	Design. 
	Participants. 
	Materials. 
	Procedure. 
	Conference presentation. 

	Results
	ROC analysis. 

	Experiment 2
	Design. 
	Participants. 
	Materials. 
	Procedure. 

	Results
	Perpetrator pose reinstatement. 
	Pose reinstatement and ID discrimination accuracy. 
	ROC analysis. 


	General discussion
	References


