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Abstract

Speech research during recent years has moved progressively away from its traditional focus on 

audition toward a more multisensory approach. In addition to audition and vision, many 

somatosenses including proprioception, pressure, vibration and aerotactile sensation are all highly 

relevant modalities for experiencing and/or conveying speech. In this article, we review both long-

standing cross-modal effects stemming from decades of audiovisual speech research as well as 

new findings related to somatosensory effects. Cross-modal effects in speech perception to date 

are found to be constrained by temporal congruence and signal relevance, but appear to be 

unconstrained by spatial congruence. Far from taking place in a one-, two- or even three-

dimensional space, the literature reveals that speech occupies a highly multidimensional sensory 

space. We argue that future research in cross-modal effects should expand to consider each of 

these modalities both separately and in combination with other modalities in speech.
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1. Introduction

While speech is often described in terms of sound alone, considerable research over the last 

half-century – and even earlier (e.g., Bell 1867) – supports the notion that speech perception 

is fundamentally multisensory. Indeed, some natural languages have been found to encode 

sequences of speech “sounds” without any sound at all (Gick et al. 2012), bringing into 

relief the need for more deeply multisensory approaches. Much of the evidence that has been 

used in favor of a multisensory view of speech has derived from laboratory studies of cross-

modal effects. Although the field has made some progress in understanding how such effects 

work and how to interpret them, researchers continue to grapple with the most basic 

questions regarding multisensory perception, i.e.: What sensory inputs are relevant to speech 
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perception? What information or criteria determines when we integrate? Where in 

processing does integration occur? The present paper starts by reviewing some of what we 

know about the most widely cited cross-modal effects, then explores an expanded range of 

effects relevant to multisensory speech perception, and finally endorses a broadening of the 

scope of research in cross-modal effects.

Until fairly recently, terms such as “cross-modal” and “multisensory” have been almost 

exclusively limited to two sensory modalities in the speech perception literature – audition 

and vision – with audition generally seen as the primary or dominant modality; that is, when 

studies of speech perception have discussed cross-modal effects, they have generally 

described influences of specific visual speech information on auditory processing of speech. 

For example, in their seminal work on audiovisual speech processing, Sumby & Pollack 

(1954) found that visual speech information can enhance accuracy of auditory speech 

perception – especially when audio signals are highly degraded. Their groundbreaking work 

led to a conclusion that now seems obvious: speech has visual characteristics in addition to 

auditory characteristics. As Bateson and colleagues framed it, “The motor planning and 

execution associated with producing speech necessarily generates visual information as a 

by-product.” (Vatikiotis-Bateson et al. 1996, p. 221). Perhaps more than a by-product, the 

visual information produced during speech may be integrated fundamentally into our 

representations of speech, as evidenced by the observation that blind and sighted speakers 

use different lip movements to produce the same speech sounds (Ménard et al. 2016).

Sumby & Pollack’s (1954) enhancement work, while groundbreaking, did not investigate 

what aspects of the visual signal were useful to perceivers and why, nor did they speculate 

about what the mechanism might be that allows perceivers to use this information. 

Nonetheless, their work opened the door to an important shift in thought: researchers could 

no longer consider audition to be the sole modality for the transmission and processing of 

speech. Twenty years later, McGurk & McDonald (1976) published their widely known 

finding that perceivers given incongruent AV stimuli will often choose neither the response 

consistent with the auditory stimulus nor that which is consistent with the visual stimulus. 

As we will discuss further below, the decades of scholarly energy, particularly among 

linguists and psychologists, following McGurk & McDonald (1976) that went into 

understanding the McGurk effect and AV speech more generally brought us great advances 

in understanding speech from at least a bimodal perspective; at the same time, however, this 

focus on AV speech diverted attention away from the development of theoretical models that 

cast speech in a more broadly multisensory space.

While researchers in linguistics and psychology were focused on AV speech, clinical 

researchers were also investigating cross-modal effects on perception in the form of using 

tactile speech information as a means of enhancing speech perception for impaired 

populations (e.g., Alcorn 1932; Sparks et al. 1978). The most well-known example is the 

Tadoma method (Alcorn 1932; Vivian 1966; Reed et al. 1978), a communication method 

most commonly used with deaf and blind individuals who lost their hearing and sight early 

in childhood (around 18 months of age). In Tadoma, the perceiver places her hand on the 

face of the interlocutor in such a way that he or she can feel much of the interlocutor’s 

articulatory movements and their sensory consequences (though see Reed et al. 1989). By 
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placing the thumb at the lips and fanning the fingers across the check and neck, the perceiver 

can feel the movements of the lips and jaw, vibrations at the neck, and airflow at the lips and 

nose. The success of deaf-blind individuals in using Tadoma to communicate certainly 

suggests that the tactile modality is a viable communicative sense. Since most of this work 

has come from a clinical perspective, the focus has naturally been on the use of tactile 

information as a means of communication for clinical populations.

Although there has been a great deal of research into how the resulting tactile information 

can teach impaired perceivers to communicate, there has been less of an attempt to consider 

how this tactile information – and the fact that it can be used at all – fits into conceptions of 

how speech perception works for a general population (i.e., outside of purely clinical 

applications). For example, there is little research in the clinical literature asking what the 

Tadoma method might tell us about how normally hearing and seeing populations make use 

of the tactile modality, or what this might tell us about cognition and communication more 

broadly. Instead, the assumption has persisted that tactile information can be recruited to 

support the auditory and visual streams with training if the other streams are unavailable or 

degraded. This in turn has the effect of reinforcing the assumption that tactile cues require a 

great deal of training in order to be effective (see, e.g., Bernstein et al. 1991). However, as 

we will discuss further in later sections, more recent psychological and linguistic research 

has shown that the tactile modality can have a modulatory effect on speech perception for 

even untrained perceivers, suggesting that speech perceivers use signal information from 

whatever sources they have available, whether audio, visual, or touch.

In the following sections, we first review some of the many important findings in 

audiovisual speech perception. We will discuss how these findings have shaped our 

understanding of the what the perceptual system detects and makes use of during AV speech 

and when this integration occurs. In Section 3, we will focus on identifying the other 

modalities relevant in speech perception as well as delineating the role of production. Then 

we will describe how broadening our research to include these additional modalities has 

enriched our understanding of multi-modal speech perception. Finally, we will offer some 

conclusions on how this additional knowledge bears out with respect to the traditional 

dichotomous view and where the field should go from here.

2. Audiovisual Speech

2.1 The McGurk Illusion: Fusion or Confusion?

Discussions of cross-modal effects in speech perception often begin with the McGurk effect 

(McGurk & MacDonald 1976), perhaps the most widely known and most studied cross-

modal effect on speech perception. In the original study, the authors presented participants 

with incongruent auditory and visual speech stimuli (auditory ba dubbed over a visual ga). 

The participants were then asked to indicate what they heard. Their finding was that 

participants often responded with neither the syllable that matched the visual token nor with 

the syllable that matched the auditory token; rather, participants were significantly more 

likely to respond that the speaker had said da, a sequence not present in either modality. The 

authors’ findings were interesting in part because they showed that visual information can 

influence auditory perception even when the acoustic signal is clear and not degraded. In 
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some ways, the McGurk illusion seems largely automatic, suggesting that perceivers cannot 

avoid integrating the visual information. For example, perceivers report hearing da even 

when explicitly told about the dubbing and instructed to attend to the auditory cue, and after 

receiving training at attending to the auditory cue (Massaro 1987). Moreover, perceivers 

appear to be surprisingly insensitive to such factors as gender congruence between face and 

voice (Green et al. 1991), degradation in the visual signal (Rosenblum & Saldaña 1996), and 

temporal asynchrony between audio and video signals (though the direction of the 

asynchrony appears to matter, as will be discussed below).

While the McGurk illusion has been observed in many studies, there is also considerable 

evidence that it is not nearly as robust as is often suggested and may even disappear in 

certain contexts. For example, although it is often noted that the McGurk effect persists 

when there are incongruities between aspects of the voice producing the auditory stimulus 

and the face producing the visual stimulus (Green et al. 1991), there are circumstances when 

an apparent mismatch in the source affects the McGurk effect. Walker et al. (1995) found 

that the illusion is greatly reduced if familiar faces and voices are used. In addition, the 

McGurk effect is sensitive to differences across vowel context (Green et al. 1988) such that 

while /Ci/ contexts elicit strong McGurk effects, /Ca/ is variable and /Cu/ is quite weak. 

Further, both coarticulatory cues to the following vowel (Green & Gerdeman 1995) and high 

attention loads can disrupt the McGurk effect (Alsius et al 2005; Alsius et al. 2007; Tiippana 

et al. 2014). Finally, the effect is highly subject-dependent (e.g., Basu Mallick et al. 2015), a 

fact that was confirmed by a reanalysis of a large corpus of McGurk data (Schwartz 2010).

Perhaps the larger issue, however, is that a key conclusion drawn from this effect is 

fallacious: namely the idea that true audiovisual integration equals a fused percept. The idea 

of fusion stems from the fact that the reported percept matches neither the auditory percept 

nor the visual one. Proponents argue that the novel percept emerges because the perceiver 

“fuses” place features from the auditory bilabial [ba] and the visual velar [ga] to arrive at the 

alveolar [da] (van Wassenhove 2013) a view that is problematic on several levels. First, it 

implies that [d] is somehow an intermediate segment between bilabial [b] and velar [ɡ]. This 

further suggests that these stops exist on a continuum and the perceiver is simply selecting 

the midpoint between the articulatory features of the incongruent stimuli (e.g., de Gelder et 

al. 1996). While it is indeed true that the alveolar ridge is positioned between the lips and the 

soft palate, the muscles and structures involved in these articulations are so different that the 

idea of alveolar as a kind of bilabial-velar compromise is unlikely. This take on the fusion 

illusion also assumes that perceivers are correctly identifying the visual stimulus as /ga/, an 

assumption that is impossible to confirm. More to the point, as noted in Tippana (2014), the 

concept of fusion as the true or ideal example of integration ignores the other percepts 

reported in McGurk-style tasks.

Beyond the above issues with fusion, the idea that only a fused percept indicates true 

audiovisual integration has in some ways slowed movement toward understanding the more 

richly multisensory nature of speech. Audiovisual integration happens even when the 

McGurk effect does not (Brancazio et al. 2002). Once we move past the idea that fusion 

equals cross-modal effects on perception, the landscape of cross-modal speech effects starts 

to make a bit more sense. Instead, the usual integration response is that congruous stimuli 
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improves perception because one sense provides information missing from the signal given 

to the other sense. In contrast, incongruous stimuli generates confusion as the signals 

provide conflicting information that does not match what normally occurs in real-world 

speech. That is, processing incongruous cross-modal stimuli (as in studies of the McGurk 

effect) is, at least in some respects, a fundamentally different kind of task from processing 

congruous cross-modal stimuli; this is supported by neuroimaging evidence that the brain 

recruits additional cortical areas when processing incongruent AV speech (Erickson et al. 

2014).

2.2 Beyond McGurk

Beyond the well-known McGurk effect, as described above, movements of the vocal tract 

involved in the production of speech sounds have well-known visual and auditory 

consequences (Munhall et al. 2004; Munhall & Vatikiotis-Bateson 2004; Vatikiotis-Bateson 

et al. 2000; Vatikiotis-Bateson et al. 1996). One of the most interesting discoveries regarding 

cross-modal AV effects is that these visual speech cues do not just come from observing the 

oral aperture; rather, perceivers can make use of phonetic information from kinematic 

movements of essentially all parts of the face: the lips, jaw, neck, cheeks, eyebrows - and 

even movements of the whole head (Vatikiotis-Bateson et al. 1996; Yehia et al. 1998); these 

movements have been shown to convey different types of speech information, and they 

participate in cross-modal audiovisual effects that operate under a variety of experimental 

conditions. For example, while we have considerable evidence that visual speech 

information can supplement a degraded or ambiguous acoustic signal, we also have evidence 

that visual speech information modulates auditory perception even when the auditory signal 

is clear and unmanipulated (e.g., Arnold & Hill 2001; Reisberg et al. 1987).

Some research in AV perception suggests further that auditory and visual speech cues do not 

combine in a simple, additive fashion, but that they are, rather, superadditive. Superadditivity 

refers to the observation that perceivers’ responses to multisensory information are not 

merely the result of a summation of the unimodal parts; rather, perceivers gain a 

disproportionate benefit from the addition of cross-modal information. Behavioral studies 

have shown evidence of superadditivity in audiovisual speech (e.g., McGrath & 

Summerfield 1985) showing that when perceivers experience audiovisual speech, their 

responses are more accurate than expected based on the sum of their responses to visual cues 

and auditory cues in unimodal conditions. While this seems to be true of behavioral results, 

electrophysiological evidence suggests that audiovisual speech perception may be 

subadditive. Klucharev et al. (2003) reported that when ERP responses to audiovisual stimuli 

are compared to the sum of unimodal auditory and visual speech stimuli responses, the AV 

responses were found to be smaller than the sum of the unimodal responses. While these 

neural findings may at first appear paradoxical, they may be related to decreased ambiguity 

in the signal. Studies of ambiguous stimuli indicate that, when exposed to congruent cross-

modal cues, the brain does not have to work as hard to process the signal as it would if the 

input were unimodal (Parker & Krug 2003). A recent meta-analysis drawing on the results 

of hundreds of studies of audiovisual speech (Baart 2016) reports that audiovisual speech 

reduces N1/P2 peaks compared to audio alone, confirming that visual speech production 

helps with the processing of auditory information. Similar decreases have been found where 
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lower ERP amplitudes were observed during the easier task of decoding normal speech 

compared to disordered speech (Theys & McAuliffe 2014a, 2014b).

Some of the most revealing cross-modal effects to date in AV speech have been seen in 

observing how brain activation responds to speech, both cross-modal and unimodal. Some of 

these findings challenge the view that cross-modal perception is dependent on higher order 

processing that integrates information processed in unimodal streams. A particularly 

interesting finding concerns the unimodal perception of visual speech cues during silent 

speech. Multiple studies have found that silent visual speech information generates 

activation in the areas of the brain primarily associated with auditory processing (Campbell 

et al. 2001; Calvert et al. 1997; MacSweeney et al. 2000). For example, Calvert et al. (1997) 

used fMRI to test the brain activation of normal hearing subjects during a variety of 

conditions: silent lip reading, heard speech, nonspeech lip/jaw movements, and speech-like 

lip and jaw movements. The authors reported activation in the primary auditory cortex not 

only in the condition where participants heard acoustic speech cues, but also during silent 

lipreading trials and trials with phonetically-plausible lip and jaw movements. Crucially, this 

activation did not occur during trials in which the participants saw non-speech lip and jaw 

movements. The authors interpret these findings as indicating that visual information 

influences the perception of auditory cues long before they are categorized into phonemic 

categories.

Similarly, incongruent visual-only speech information modulates responses in the auditory 

cortex. Sams et al. (1991) used MEG and a McGurk-style task to investigate in which part of 

the brain the visual information affects auditory processing. The authors note that classical 

theories assume that the visual information is processed in the occipital cortex before being 

sent to the angular gyrus for “reorganization into auditory form.” However, they did not find 

coherent activity in these two regions. Instead, they found responses in the primary auditory 

cortex. This is further evidence that visually presented articulatory movements modulate 

responses in a cortical area typically associated with auditory processing. It also complicates 

a model in which cross-modal stimuli are processed in unimodal streams and then integrated 

at later stages, a view further supported by evidence that auditory and visual speech 

information interact in lower-order structures such as the brainstem (Musacchia et al. 2006).

2.3 Spatiotemporal Congruence

While there has been some debate within the speech perception literature as to the degree to 

which speech is “special” and not governed by the same requirements as non-speech, work 

on AV speech has provided evidence that cross-modal effects are, at least in part, constrained 

by general properties of the natural world. Many researchers interested in multi-modal 

perception outside the domain of speech point to the importance that coincidence in space 

and time plays in governing perceptual integration (e.g., Holmes & Spence 2006; Macaluso 

& Driver 2005). Indeed, it appears that relative timing plays an important role in integrating 

cross-modal speech cues. For example, multiple studies have shown that there exists a 

temporal window within which integration occurs (Munhall et al. 1996; van Wassenhove et 

al. 2007). In other words, the onsets of the cross-modal cues must co-occur within a specific 

window of time in order to be integrated. This window is surprisingly large, suggesting that 
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perceivers are relatively forgiving when determining which incoming information relates to 

a perceptual event. In addition, the temporal window has been shown to be asymmetrical. 

Thus, in Munhall et al. (1996), participants showed a significant decline in integration when 

the visual speech cue (in the form of a video) preceded the auditory cue by more than 

180ms, while in contrast, participants were much less forgiving when the auditory cues 

preceded the visual: the decline in integration occurred when the cues were offset by just 

60ms. Munhall et al. (1996) suggest that this asymmetry can be explained by facts about 

how the cues behave in the natural world (i.e., that the speed of light is faster than the speed 

of sound). Perceivers may thus be sensitive to the natural relationship between the relative 

speeds of auditory and visual signals, and are more likely to integrate cross-modal cues that 

agree with basic principles of physics.

The story becomes murkier, however, when spatial congruence is considered. If perceivers 

are picking up a localized, distal source during speech perception (e.g., Fowler 1986), spatial 

incongruence of cross-modal cues may interfere with integration: stimuli coming from 

different directions are unlikely to originate at the same source. However, though the “spatial 

rule” appears to hold in multi-modal perception outside of speech (Soto-Faraco et al. 2003), 

it seems to have little to no effect on AV speech perception (Bertelson et al. 1994; Fisher & 

Pylyshyn 1994; Jones & Munhall 1997). Studies have shown little evidence that perceivers 

care about whether cross-modal cues appear to originate from the same spatial location. 

Indeed, it is this lack of constraint on spatial congruence that enables ventriloquism, surely 

the most popularly known of cross-modal speech illusions. Though some studies have tested 

very small degrees of dislocation (Bertelson et al. 1994; Fisher & Pylyshyn 1994), Jones & 

Munhall (1997) reported that participants showed a strong McGurk effect even when the 

auditory and visual stimulus were separated by as much as 90 degrees. Though these 

findings are somewhat expected given the robustness of the ventriloquism effect, it is 

surprising that perceivers might rely on synchrony alone. However, it remains possible that 

their findings are specific to audiovisual processing and not a fact about cross-modal speech 

perception more generally. Humans have a strong bias toward the visual stimulus when it 

comes to auditory localization (Bertelson & Aschersleben 1998) and that bias might override 

spatial information from other cues.

While studies of interactions in AV speech have provided many useful insights, they have 

left many questions unanswered. The broadest of these questions is whether observations 

about AV speech are specific to the audiovisual pairing, or whether these observations 

indicate more general properties that would obtain across any cross-modal (or multi-modal) 

pairing. Getting at this question requires moving beyond AV speech to compare additional 

modality pairings. The remainder of this paper focuses on studies of cross-modal effects that 

have attempted to extend the range of modalities.

3. Somatosensory Speech

3.1 The Many Somatosenses

Somatosensory space has been identified for decades as a rich yet largely unexplored 

frontier for speech research (e.g., Abbs & Gracco 1984; Gick et al. 2008; Ghosh et al. 2010; 

Kelso et al. 1984; Nasir & Ostry 2006; Perkell 2012; Tremblay et al. 2003). While the work 
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in this area has been vital in establishing somatosensory information as playing an important 

role in speech, the various effects referred to in these studies are often attributed to a single 

modality under the label “somatosensory”. Although the somatosenses have often been 

described as a single sense modality in the speech literature, the term “somatosense” applies 

to a broad range of different sensory modalities (Hsiao & Gomez-Ramirez 2011). As Hsiao 

& Gomez-Ramirez (2011) put it:

“The somatosensory system is best conceptualized as a multi-modal, rather than a 

unimodal, processor, comprised of multiple parallel systems carrying information 

about numerous aspects of environmental stimuli. To the extent that a given object 

encountered in the real world may simultaneously generate multiple tactile 

impressions, what is remarkable is that the somatosensory system unites these 

disparate channels into a unified percept (141).”

The “disparate channels” described here – the various somatosenses – include senses such as 

pain, itch, temperature, pressure, vibration, and joint position, among others (Hsiao & 

Gomez-Ramirez 2011; Wilson et al. 2009), each with its own distinct organs, mechanisms 

and neural processes, and with some researchers further dividing the numerous 

somatosenses into subgroups (e.g., tactile, proprioceptive, and vestibular; Anderson and 

Fairgrieve, 1996). Thus, while perturbation studies have often examined the role of 

proprioception in speech (e.g., Kelso et al. 1984; Nasir & Ostry 2006), other studies have 

examined mainly pressure sense (e.g., Ghosh et al. 2010), others the vibrotactile sense (e.g., 

Bernstein et al., 1991), and still others the aerotactile sense (e.g., Gick & Derrick 2009, 

Derrick & Gick 2013). The various somatosenses should thus be viewed as being 

approximately as distinct from one another as they are from those modalities that have been 

more traditionally recognized in the speech literature (i.e., vision and audition) – and as 

such, we suggest that the same kinds of approaches traditionally used to investigate cross-

modal processes in speech ought to be brought to bear on each of the different somatosenses. 

Minimally, in addition to the senses of audition and vision, this should apply to 

proprioception, pressure, vibration and aerotactile sensation, all of which should be 

considered highly relevant modalities for experiencing and conveying speech, and each of 

which merits study both separately and in combination with other modalities in speech. Far 

from taking place in a one-, two- or even three-dimensional space, speech should thus be 

viewed as occupying a sensory space that is indeed richly multidimensional.

Many of the above behavioral experiments relating to somatosensory input are focused on 

speech production rather than perception. Production has at times been left out of 

discussions of cross-modal effects on speech, or at times treated as an additional modality or 

sense. However, while there is no “production” sense, the movements of speech production 

do generate much of the somatosensory feedback shown to modulate speech perception and 

are thus important in any discussion of cross-modal effects. When we speak, we receive 

continuous sensory input through multiple modalities: the sense of air flowing across the 

articulators, the vibration of the vocal folds in the neck and other structures, pressure and 

proprioception from facial skin deformation, and of course, acoustic-auditory feedback, 

among others. Though we may not be consciously aware of this sensory feedback, it has 

been shown that manipulating the somatosensory feedback from our articulators during 
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speech production causes speakers to alter their production. For example, when the lips 

(Abbs & Gracco 1984) or jaw (Kelso et al. 1984) are mechanically perturbed, speakers adapt 

to compensate for the perturbation. This holds even when the perturbation does not alter the 

acoustic signal, suggesting that somatosensory targets themselves are relevant in the 

production of speech sounds independent of auditory goals (Tremblay et al. 2003; Nasir & 

Ostry, 2006).

This cross-modal interaction has been shown to feed into speakers’ productions more 

generally. Somatosensory acuity has been shown to correlate with produced acoustic 

contrast distance between /s/ and /∫/ (Ghosh et al. 2010). This effect is independent of 

auditory acuity, which also suggests that speech sounds have independent somatosensory 

and auditory perceptual goals. It is also the case that inputs generated by production can 

influence and be influenced by auditory perception. In a novel “skin-stretching” paradigm, 

Ito et al. (2009) simulate the somatosensory consequences of lip spreading; they find that 

stretching the facial tissue in such a way that mimics skin deformation in vowel production 

influences the perception of the vowel sound heard by participants. Strikingly, the reverse 

also holds: hearing a vowel can shift the perceived direction of skin stretch (Ito & Ostry 

2012). These cross-modal effects hold in spite of evidence that the lips do not contain 

muscle spindle proprioceptors to provide input regarding changes in muscle length (Frayne 

et al. 2016).

When our perception in one modality is affected by production, it is unclear whether we are 

responding to the sensations themselves or to the sensory consequences our internal models 

simulate, known as “efference copy” or “corollary discharge”. When a motor command is 

sent to the motor system to initiate an action, a copy of this command signal, known as the 

efference copy, is sent to an internal forward model, which generates a prediction of the 

perceptual or sensory consequences of this act (Pickering & Garrod 2013). This prediction is 

a sensory signal known as corollary discharge (Scott 2012). Experimental investigations of 

corollary discharge in speech production have focused on the auditory consequences of 

speech production. For example, Tian & Poeppel (2010) showed that the activity of the 

auditory cortex during articulatory imagery tasks, where participants imagined producing 

certain sounds, is strikingly similar to its activity during the perception of actual auditory 

stimuli; this was argued to be a result of predicted auditory feedback (corollary discharge). It 

has further been argued that the corollary discharge involved in auditory imagery constitutes 

a sufficiently rich and detailed representation of the predicted sensory information that it can 

interfere with the perception of actual external auditory signals (Scott 2012). Our immediate 

responses to sensory feedback during everyday speech production are thus likely responses 

to corollary discharge rather than to external sources, opening possibilities for novel 

experimental approaches to understanding cross-modal effects involving speech production.

3.2 The Tadoma Method: A Multimodal Method

As mentioned above, we have long known from clinical research on the Tadoma method that 

somatosensory information can, with adequate training, provide a useful aid to 

communication. As the Tadoma method was initially developed for the those who suffer 

from loss of hearing and vision, it has often been used for populations who no longer have 
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access to speech information from hearing and sight, but who did have access to the visual 

and auditory cues at one time (Alcorn 1932; Vivian 1966). From a clinical point of view, 

research has thus focused more on using somatosensory cues as a substitution for missing 

cross-modal information rather than on the role of somatosensory input as a natural part of 

everyday speech perception. It has nevertheless been observed that individuals who lost their 

hearing and sight as young as 1.5 years old can become successful communicators with the 

Tadoma method, with the interpretation that the Tadoma input does not just provide access 

to the speech stream, but serves to “create a language base” for individuals whose language 

acquisition was interrupted at a fairly early stage (Reed 1996). Further to this point, 

experimental work shows that sensorimotor information from the articulators is both 

available and influential during speech perception for infants as young as six months old 

(Yeung & Werker 2009; Bruderer et al. 2016), suggesting that the somatosensory 

information about articulatory movement is already available to these individuals in some 

capacity by the time they lose their hearing and sight.

As noted above, the focus of the clinical research on the Tadoma method did not generally 

extend to discussions of speech perception in a non-clinical population. However, it did pave 

the way for later studies of cross-modal tactile effects in speech, starting with Fowler & 

Dekle (1991), an important early work in opening up cross-modal speech perception 

research to modality pairings beyond audition and vision. Perhaps just as importantly, the 

authors showed that somatosensory speech information is available to even untrained 

perceivers. In their study, the authors contrasted the influence on auditory perception of 

somatosensory speech information vs. orthographic cues in a McGurk-like task, asking 

whether the McGurk effect arises because of cue association in memory or because the 

cross-modal cues jointly specify the same event in the real world. The authors compared 

participant responses in two conditions with conflicting cross-modal cues. In one, auditory 

cues were simultaneously presented with either congruent or incongruent mouth movements. 

Participants placed a hand over the lips of a speaker and were asked to identify which 

syllable they had heard, as well as which they had felt. In the second condition, participants 

saw a congruent or incongruent printed syllable on a computer screen at the same time as 

they heard a syllable. As in the previous condition, participants responded with which 

syllable they had heard followed by which they had seen. The authors chose these two 

situations because in the first, the cross-modal cues jointly specify the real-world event and 

thus have a causal relationship in the natural word. However, most perceivers have little or 

no experience feeling the mouth movements of a speaker while listening. In contrast, the 

second condition offered a situation in which the cross-modal cues are associated only by 

social convention, yet the undergraduates tested in the study have experience with the visual 

and acoustic pairing of spelling and sounds. The authors found that the haptic information, 

and not the orthographic, influenced categorization, lending support to the idea that haptic 

speech information can be useful to perceivers without hours of training.

Gick et al. (2008) picked up this line of research, using the Tadoma method to further show 

that somatosensory information not only influences perception of incongruent syllables but 

that it can increase accuracy of congruent audio-tactile (AT) and visuo-tactile (VT) speech in 

a syllable identification task. The authors tested a group of perceivers with no previous 

training in the Tadoma method on their ability to identify syllables through bimodal pairings 
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of auditory, visual, and tactile speech cues. Accuracy improved by nearly 10% when tactile 

information was available to perceivers when paired with auditory-only or visual-only 

speech information. Their findings support the idea that perceivers do not need to have 

previous experience with information in those specific modality pairings for the cues 

enhance perception. This study also highlighted how using multiple modality pairings can 

help in understanding the role of superadditivity in speech perception. The degree to which 

the Tadoma information augmented auditory or visual speech perception varied considerably 

between individuals, suggesting that perceivers may use information from one modality 

more than another, in line with the AV findings above from Schwartz (2010) that some 

perceivers are more auditory and others are more visual. Gick et al. (2008) further found that 

participants whose accuracy increased with the addition of tactile cues in one modality 

pairing (e.g., AT) tended to benefit less from adding the same cues in the other modality 

pairing (e.g., VT).

While the Tadoma method has thus played an important role in the development of research 

into the relevance of somatosensation in speech, its history has been shaped by perhaps its 

most important characteristic, i.e., that Tadoma is not a unimodal method, but a (highly) 

multimodal one. That is, if we consider somatosensory space as comprising many distinct 

modalities, this gives a much more complex view of the Tadoma method than merely adding 

unimodal (“tactile”) information. On the contrary, the hand position for the Tadoma method 

is designed to allow the perceiver to pick up, at the very least, vibration from the larynx, air 

flow from the lips and pressure sensation from the moving articulators. Understanding the 

multisensory nature of the Tadoma method helps to explain both its power as a 

communicative tool for clinical populations as well as its challenges as an experimental tool 

for studying speech perception in a normative population. Naturally, interpreting the Tadoma 

method as if it conveyed a single sense modality rather than three or more would create 

confusion in any experimental paradigm, and attempting to create a Tadoma experiment with 

a single modality as an independent variable would seem certain to fail. Considering this 

likely confound, while some of the more descriptive aspects of a Tadoma study such as Gick 

et al. (2008) may remain useful, their results regarding superadditivity should be considered 

provisional, meriting future study using more easily controlled methods than Tadoma.

3.3 Aerotactile Speech Perception

Following a plosive sound such as [pa], air exits the mouth relatively slowly, traveling at a 

velocity an order of magnitude slower than the speed of sound, with the resulting pressure 

front dispersing and slowing loglinearly as it advances (Derrick et al. 2009). When this slow-

moving pressure front strikes skin, it stimulates mechanoreceptors in the skin and in hair 

follicles that signal the presence of air flow across the skin, creating an aerotactile sensation 

(Gick & Derrick 2009); the absence of hair reduces the perceptibility of this sensation 

(Derrick & Gick 2013). The aerotactile sense is one that presents itself as an excellent 

candidate for experimental study of cross-modal speech effects. As with audible and visual 

speech information, the aerotactile signal (air flow) is transmitted externally, it is isolable 

(i.e., independent of other information such as vibration and pressure), and it is relatively 

easy to perturb and simulate precisely. Further, air flow can be applied to the skin from any 

direction and at any body location where hair is present, and is safe enough to be applied to 
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infants, opening doors for a range of novel kinds of experiments. For these reasons, the 

aerotactile sense has become the source of a number of novel cross-modal effects.

While it may seem difficult to imagine that the sensation of air flow on the skin could play a 

significant role in speech perception, it becomes less so when we remember that much 

spoken communication happens within the range of distances where air flow can be felt, 

particularly during language acquisition, and that, as we talk, we simultaneously perceive 

the sensations created by our own production, e.g., on our hands. Studies of aerotactile 

speech perception over the last decade have demonstrated that untrained perceivers 

incorporate aerotactile somatosensation as an informative part of the speech event. Gick & 

Derrick (2009) showed that aerotactile information can enhance or interfere with accurate 

auditory speech perception in a two-way forced choice task, even for participants who report 

being unaware of the airflow. When stop-initial syllables were accompanied by silent puffs 

of air applied to the participants’ neck and hand, participants were significantly more likely 

to perceive the syllable as aspirated (i.e., /pa/ or /ta/), even in mismatch conditions (i.e., 

when the air puff occurred with an unaspirated token). In a control study, Gick & Derrick 

(2009, supplemental materials) compared the effect of applying a different somatosensory 

stimulus – a tap on the hand – in an otherwise identical experiment; not surprisingly, they 

observed no effect on auditory perception, highlighting the distinct effects of information 

conveyed through different somatosenses. The aerotactile effect on auditory perception has 

been replicated (Gick et al. 2010; Derrick & Gick 2013) and extended to enhancement of 

fricative identification (Derrick et al. 2014). Additionally, air flow applied to the skin has 

also been used to shift speech perception using tokens along a voicing continuum 

(Goldenberg et al. 2015), showing that the effect of aerotactile input on audible speech is 

stronger when auditory cues are more ambiguous.

While most aerotactile cross-modal studies have focused on effects on auditory perception, 

aerotactile cues have also been shown to apply even in the absence of audition, affecting the 

perception of visual-only speech. For example, Bicevskis et al. (2016) found that aerotactile 

information influences the perception of silently articulated bilabial stops. Participants were 

presented with silent videos of a speaker articulating /ba/ or /pa/. During some of the trials, 

they felt silent puffs of air on their skin. Just as in the above audio-aerotactile findings, the 

sensation of air-flow on the skin significantly affected the participants categorization such 

that participants were significantly more likely report that the speaker produced the voiceless 

aspirated token /pa/ when the silent video was accompanied by air-flow on the skin. 

Similarly, C. Chang, M. Keough, M. H. Schellenberg, & B. Gick (in prep) tested 

congenitally hard of hearing perceivers in a visual-aerotactile paradigm following the 

methods of Bicevskis et al. (2016), with results showing no effect of hearing loss, i.e., the 

hard of hearing perceivers were significantly more likely to respond /pa/ when they felt 

airflow, just like the control group with normal hearing. These results indicate that, rather 

than using the aerotactile information only in support of an ostensibly primary auditory 

signal, perceivers simply make use of whatever speech information is available, much as 

when the Tadoma method is used by deaf-blind perceivers to access speech information 

through multiple somatosenses. Based on this lack of an exclusive primary modality for 

speech, Bicevskis et al. (2016) describe speech as being “modality neutral”.
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An important issue raised by the study on congenitally hard of hearing perceivers (C. Chang, 

M. Keough, M. H. Schellenberg, & B. Gick, in prep) concerns the role of experience in 

cross-modal interactions. Understanding the role of experience in establishing links between 

different sensory streams could provide a key to determining whether these cross-modal 

links are learned or innate in humans. Although we can certainly learn from the experience 

of feeling our own air flow on our skin when we speak, it appears that the ability to integrate 

aerotactile cues during speech perception is not contingent on the perceiver having had prior 

experience with producing aspiration. The congenitally hard of hearing perceivers showed 

cross-modal effects of air flow on speech reading despite their not having contrastive 

aspiration in their own productions (C. Chang, M. Keough, M. H. Schellenberg, & B. Gick, 

in prep). Similarly, preverbal infants can be influenced by airflow cues in much the same 

way as normally hearing adults; when infants were presented with unaspirated /ba/ tokens 

accompanied by a puff of air on the skin, they perceived them to be more like an 

aspirated /pa/ (M. Keough, P. Kandhadai, H. H. Yeung, J. F. Werker, & B. Gick, in prep). 

These findings suggest that perceivers do not require experience feeling their own airflow 

during productions of aspirated and unaspirated tokens in order to integrate auditory and 

aerotactile information. This is in keeping with evidence that infants integrate other multi-

sensory speech cues well before they begin speaking (e.g., Rosenblum et al. 1997).

3.4 Spatiotemporal (In-)Congruence and Ecological Validity

As discussed above, previous studies of audiovisual cross-modal effects have revealed that 

AV speech has some notable spatiotemporal properties. First, temporal congruence of 

signals is important for integration within an asymmetrical window in a direction consistent 

with the laws of physics (e.g., Munhall et al. 1996). Second, spatial congruence does not 

seem to be required for audiovisual integration in speech (e.g., Jones & Munhall 1997). 

While a certain degree of temporal congruence has also been shown to be important, 

perceivers do not integrate just any synchronous set of cross-modal cues. For example, 

Fowler & Dekle (1991) did not find evidence that simultaneously presented orthographic 

visual cues influenced auditory speech perception. Likewise, as described above, while Gick 

& Derrick (2009) found a significant effect of a light puff of air on the hand synchronous 

with auditorily presented plosives, they observed no effect of a light tap on the hand. Both of 

these results suggest that cues must be more than merely synchronous: rather, cross-modal 

stimuli must have a lawful, causal relationship in the real world in order to be perceived as 

integrated. These findings are corroborated by work showing that neural responses to 

auditory-tactile stimulation are modulated by congruence between the area of the body 

touched and the bodily origin of the acoustic signal (Shen et al. 2018). For two stimuli to 

exhibit a real-world causal relationship, however, suggests shared properties along multiple 

possible axes, e.g., temporal congruence, spatial congruence and signal relevance.

In order to test temporal congruence, Gick et al. (2010) tested perception of synchronous 

and asynchronous presentations of audible /pa/ and /ba/ plosives in combination with slight, 

inaudible, cutaneous air puffs to the skin. As with the previous AV findings, results of this 

audio-aerotactile study showed an asymmetrical window of integration for the enhancement 

effect, allowing up to 200 ms of asynchrony when the puff followed the audio signal, but 

only up to 50 ms when the puff preceded the audio signal. Interestingly, however, the same 
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asymmetrical window did not occur for the interference effect, consistent with the 

differential neural processing of congruent and incongruent cross-modal stimuli (Erickson et 

al. 2014). Bicevskis et al. (2016) observe a similar asymmetrical window in their visual-

aerotactile study. It is notable that these asymmetries in both modality pairings occur in the 

direction that would be expected based on relative signal speed, supporting the view that the 

perceptual system is built (whether innately or through experience) to accommodate natural 

differences in physical transmission speed of multimodal signals.

Given perceivers’ constraints on timing, one might expect perceivers to be similarly sensitive 

to spatial dislocation. The audio-aerotactile pairing is particularly useful here because both 

speech cues – the audio signal and the air puff – can be presented laterally, allowing for 180-

degree dislocation of the crossmodal cues. Keough et al. (2016) describe a study in which 

participants took part in a two-alternative forced choice task in which they were presented 

with /ba/ and /pa/ syllables in noise. The syllables were presented one of three ways: in the 

left ear only, in the right ear only, or binaurally. Remarkably, participants showed the same 

levels of integration regardless of whether the auditory and tactile cues were presented from 

the same or opposite directions. These results add to the findings in AV speech perception 

discussed above as well as to audio-tactile studies with non-speech stimuli; for example, 

Sperdin et al. (2010) showed that participants are unable to pinpoint the origin of a unimodal 

auditory or tactile stimulus after being presented with a multimodal trial, even when 

informed that spatial location will be task-relevant. Another way it is possible to observe 

spatial congruence through tactile stimuli is through body location rather than signal 

direction. Indeed, one of the more intriguing outcomes of tactile work in speech is the 

degree to which speech perception is holistic in body space. In particular, perceivers 

integrate aerotactile speech information whether felt proximally, at the neck, or distally, at 

the hand (Gick & Derrick 2009) – or even at the ankle (Derrick & Gick 2013). It is difficult 

to imagine that perceivers have significant prior experience feeling another speaker’s airflow 

on their ankles. Rather, these results suggest that the whole body participates in the 

perception of speech-related cues – another respect in which speech perception is 

unconstrained with regard to spatial congruence.

The foregoing studies on audio- and visual-aerotactile perception indicate that perceivers 

will integrate air-flow cues without the presence of a plausible real-world source, at least 

from a spatial point of view. However, based on the findings above, we know that signal 

relevance does seem to be important. Further to this, perceivers do seem to distinguish 

between possible though spatially dislocated sources and impossible ones; Keough et al. 

(2017) extended the methods of Bicevskis et al. (2016) using a video of an computer-

generated face rather than a real face. They found that perceivers do not integrate visual and 

aerotactile information from a simulated face in the same manner as they do with a real 

human face. Instead of participant response being affected by the condition (i.e., air-flow or 

no air-flow), all perceivers’ responses shifted categorically from /ba/ to /pa/ over the course 

of the experiment. These results suggest that the participants learned over the course of the 

experiment to associate the articulation in the video with /pa/ as they learned to associate 

more trials with air puffs. This response pattern was markedly different from that seen in 

Bicevskis et al. (2016) and aligns with other evidence indicating that perceivers are sensitive 

to the ecological validity of the source.
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4. Conclusion

Historically, there has been an opposition in ways of looking at how and why we integrate 

cross-modal cues (e.g., Massaro 1987, 1998; Massaro & Chen 2008; Fowler 1986, 1996, 

2010), a dichotomy has continued to influence assumptions about cross-modal effects and 

their interpretation. On one side is a Helmholtzian-based cognitivist approach in which 

perception is mediated by some higher-order cognitive process (e.g., Massaro 1987; 

Schwartz 2010), where the perceptual system detects and processes sensory cues from each 

modality separately; these cues are subsequently integrated into a percept through top-down 

processing. In one such model, Massaro’s fuzzy logic model of speech perception (FLMP) 

theory (Massaro 1987, 1998), perceivers evaluate the auditory and visual speech signals, 

integrate them by consulting memory representations derived from commonly experienced 

information in the real world to decide upon the most appropriate percept. On the other side 

of the theoretical fence we see a “direct” or ecological approach to speech perception, such 

as those of Fowler (1986, 1991, 1995) and Bregman (1990), based on Gibson (1966, 

1979/1986). In this view, perception does not involve the detection of sensory input at the 

receptors and top-down interpretation. Instead, proponents argue that because perception is 

the means through which perceivers evolved to interact with their environment, they directly 

experience the causal source of the sensations.

The present review includes work from both sides of this divide, as well as more recent 

work, our own included, which eschews the dichotomy. We see these two approaches as two 

different views of the same landscape, where one is perhaps more focused on the mechanics 

and the other on the end effect, but where, by and large, the two views have largely 

converged during recent decades. The individual in the real world receives different 

information about that world via the different senses regardless of what they expect. Most of 

these senses have been understood to be relevant only recently, and not all of them are 

relevant to speech at any given time. But as we have argued in this review, sensory 

information does not have to be frequently experienced in order to contribute, and it can 

derive from unexpected sources – as long as the cues relate to a real-world event. As 

laboratory experiments become more complex and sophisticated, and as researchers consider 

an ever richer array of relevant senses and their cross-modal effects, bottom-up cognitivist 

approaches appear increasingly ecological while top-down ecological approaches must 

become increasingly mechanistic. What emerges from the evidence of these additional 

modalities is that, while cross-modal effects in speech perception are constrained by 

temporal congruence and by signal relevance, they appear to be unconstrained by spatial 

congruence (either in terms of direction or location). In short, if two signals are roughly 

synchronous and are of an appropriate type to fit with a common source, we are likely to try 

to assign them to a single environmental cause.

Research into the tactile dimensions of speech perception is still in its infancy. However, the 

potential in this field of research is vast; hopefully, it will one day be as widespread as 

research into audiovisual speech perception is today. This research has already led to 

innovation in nasalance, turbulent speech airflow recording (Derrick et al. 2014; Derrick et 

al. 2015) and artificial air flow production techniques (Derrick & De Rybel 2015), and has 

helped uncover answers to questions about how the skin responds to speech air flow 
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compared to other types of air flow. But most importantly, it will usher in true multisensory 

speech perception research. In this way, continued research into cross-modal effects in 

speech perception will bring a deeper understanding of how humans sense and interact with 

the world.
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