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Abstract

In alchemical free energy (FE) simulations, annihilation and creation of atoms are generally 

achieved with the soft-core potential that shifts the inter-particle separations. While this soft-core 

potential eliminates the numerical instability occurring near the two end states of the 

transformation, it makes the hybrid Hamiltonian to vary non-linearly with respect to the parameter 

λ which interpolates between the Hamiltonians representing the two end states. This complicates 

FE estimation by Bennett acceptance ratio (BAR), free energy perturbation (FEP) and 

thermodynamic integration (TI) methods, and thus reducing their calculation efficiency. In this 

work, we develop a new type of repulsive soft-core potential, called Gaussian soft-core (GSC) 

potential, with two parameters controlling its maximum and width. The main advantage of this 

potential is the linearity of the hybrid Hamiltonian with respect to λ, thus permitting the direct 

application of BAR, FEP, TI and other variant FE methods. The accuracy and efficiency of the 

GSC potential are demonstrated by comparing the free energies of annihilation determined for 13 

small molecules and an alchemical mutation of a protein side chain. In addition, in combination 

with a TI integrand (∂H/ ∂λ) estimation strategy, we show that GSC can considerably reduce the 

number of λ simulations compared to the commonly used separation-shifted soft-core potential.
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I. INTRODUCTION

Alchemical free energy (FE) simulation is a widely used approach for determining the free 

energies of small molecule solvation,1–4 ligand binding5–10 and side chain modifications of 

proteins and nucleic acids.11–15 In general, the alchemical transformation is achieved by 

linearly interpolating between the two end-state Hamiltonians with a coupling parameter λ 
and performing simulations at several fixed λ values for increased overlap of configurations 

between them. The FE of the transformation is then calculated by applying the 

thermodynamic integration (TI),16 free energy perturbation (FEP)17 or Bennett acceptance 

ratio (BAR) method.18 Over the past decade, considerable efforts have improved the 

alchemical FE calculation. Notable examples are the automation of alchemical calculation 

protocols,19–24 improved configuration sampling,25–33 the use of polarizable force-fields and 

electronic structure methods34–37 and the solution of many longstanding issues, such as the 

net charge of transformation,38–40 multiple protonation and tautomeric states41 and scaffold 

hopping.42 Beyond these efforts, it remains a challenge to eliminate the issue of “end-point 

catastrophe,”43–45 which occurs due to the physical overlap of solvent molecules with the 

newly created or annihilated atoms of the transformation.46 Although other approaches are 

possible,47–52 the soft-core potential44–45 is most common for circumventing this issue.

The separation-shifted scaling potential,44 referred to herein as conventional soft-core (CSC) 

potential, is often used to eliminate the end-point problem by shifting the inter-particle 

distances between the solute and solvent atoms and scaling their interactions in a λ-

dependent manner. Although the CSC potential has been adopted in many molecular 

simulation packages, including CHARMM,53 AMBER,54 NAMD,55 GROMACS56 and 

GROMOS,57 its explicit λ-dependence complicates the evaluation of FE and reduces the 

overall efficiency of the calculations. For example, in the BAR and FEP methods, the 

potential energies at different λ values must be evaluated in a post-processing or on-the-fly 
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manner.58 This is particularly tedious with the multistate Bennett acceptance ratio 

(MBAR)59 and weighted histogram analysis methods (WHAM).60

This work presents the development of a Gaussian-type soft-core (GSC) potential which 

eliminates the weakness of the CSC potential described above. The main difference of GSC 

from CSC is that the GSC potential is introduced as an ad hoc repulsion between the 

transformed solute and the surrounding solvent molecules. Consequently, the hybrid 

Hamiltonian retains its linearity with respect to λ, allowing direct application of the TI, FEP 

and BAR methods. The parametric nature of GSC then makes it possible to reduce the 

number of λ simulations compared to CGC. Taking these advantages, we have developed 

several protocols for efficient alchemical FE simulations. Below, we describe the GSC 

potential developed as well as the different FE simulation methods. Then, the developed 

method is tested against the CSC potential, followed by a summary of the paper.

II. THEORY

A. Alchemical free energy calculation methods

In alchemical FE simulations, the hybrid Hamiltonian Hλ is constructed by interpolating 

between the two end-state Hamiltonians, H0 and H1. Although non-linear interpolation is 

possible,45, 61–62 linear interpolation is predominantly used, as

Hλ = 1 − λ H0 + λH1 (1)

where λ varies between 0 and 1. Then, the simulations are performed at fixed λ value, 

during which the configurations of the system are saved for post-processing calculation of 

FE using the TI, FEP and BAR methods. Below, each of the different FE methods used in 

this work is briefly discussed to facilitate the discussion.

Thermodynamics integration (TI): In the TI method, the free energy difference (ΔF) 

between the two end states is determined by integrating the free energy gradient along the 

entire transformation between λ = 0 and 1,

ΔFTI 0 1 = ∫
0

1
F 1 λ dλ = ∫

0

1
〈∂H/ ∂λ〉λdλ, (2)

where F(1)(λ) refers the first order derivative of F(λ) with respect to λ, i.e., ∂F/∂λ, and 〈… 〉

λ represents an ensemble average in the Hλ phase space. In this equation, if the total number 

of atoms and their masses are conserved between the two end states, ∂H/∂λ can be replaced 

with the potential energy derivative ∂U/∂λ. Further, it is equal to the potential energy 

difference (ΔU = U1 − U0) for the Hamiltonian in eq. (1). Then,

ΔFTI 0 1 = ∫
0

1
〈U1 − U0〉λdλ ≡ ∫

0

1
〈ΔU〉λdλ . (3)

In practice, the integration is carried out by a numerical quadrature based on the simulations 

performed at N discrete λ states,
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ΔFTI 0 1 ≈ ∑i=1
N ∑j=1

mi wi
j F j λi , (4)

where F(j) and w(j) are the j-th order derivative of free energy and its associated weight, 

determined up to the mi-th order. In the integration, although other quadrature methods are 

possible,63–65 the trapezoidal and Simpson’s rules are the most common. In the present 

work, the trapezoidal rule was applied to all TI calculations.

Free energy perturbation (FEP): In the FEP method,17 the FE difference between two 

λ values is determined by an exponential average of their potential energy gap, as

ΔFFEP λ1 λ2 = − β−1ln〈e−β Uλ2 − Uλ1 〉λ1 (5)

where β−1 = kBT and kB and T are the Boltzmann constant and Kelvin temperature, 

respectively. In FE evaluation, the double-wide sampling (DW-FEP) is usually performed by 

perturbing the systems at λ1 and λ2 to their mid-point λ value.66 Then, the total FE value is 

determined as the summation over all the intermediate FE values,

ΔFDW−FEP 0 1 = ∑i = 1
N ΔF λi λi′ λi − ΔF λi + 1 λi′ λi + 1 . (6)

In this equation, ΔF λi λi′ λi represents the forward perturbation FE from λi to λi′ and 

ΔF λi + 1 λi′ λi + 1 the backward perturbation FE from λi+1 to λi′, where λi′ is a value 

between λi and λi+1, most commonly a mid-point value.

Bennett acceptance ratio (BAR) method: The BAR method18 determines the ΔF 
value by iteratively solving the following equation,

ΔFBAR λ1 λ2 = β−1 ln
〈f Uλ1 − Uλ2 + C 〉λ2
〈f Uλ2 − Uλ1 − C 〉λ1

+ C, (7)

where f(x) = 1/[1 + exp(βx)], C = β−1ln Qλ1/Qλ2  and Q refers to the partition function. The 

value of C, thus ΔF, is determined by maximizing the overlap between the weighted density 

distributions of the two states, i.e., 〈f Uλ1 − Uλ2 + C 〉λ2 = 〈f Uλ2 − Uλ1 − C 〉λ1. The BAR 

method predicts the ΔF value with a minimum variance and thus is usually more reliable and 

efficient than TI and FEP.67–68 However, unlike FEP, BAR requires that the simulations must 

be performed at least at the two λ values to determine the FE value between them, and that 

the configurations sampled must have a sufficient overlap between the different λ states.
18, 69–72

B. Soft-core potentials

Separation-shifted soft-core potentials: The separation-shifted scaling potential, i.e., 

conventional soft-core (CSC) potential in this work,44 was developed to eliminate the 
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singularity of the Lennard-Jones (LJ) potential at zero inter-particle separation. The 

modified LJ potentials are

U0
LJ − CSC λ = ∑i, j′ ε0, ij

min R0, ij
min12

rij
2 + δλ 6 − 2 R0, ij

min6

rij
2 + δλ 3 (8a)

and

U0
LJ − CSC λ = ∑i, j′ ε1, ij

min R1, ij
min12

rij
2 + δ 1−λ 6 − 2 R1, ij

min12

rij
2 + δ 1−λ 3 (8b)

where εij
min is the well depth of the LJ potential, Rij

min the inter-particle distance at the LJ 

minimum, δ the shift parameter and “prime” indicates the summation only for the solute-

solvent pairs. Since CSC does not alter the (hybrid) Hamiltonians at λ=0 and 1, it produces 

a correct FE value. The CSC potential can also be applied to the electrostatic interactions. 

However, its rigorous implementation in the context of the particle mesh Ewald (PME) 

summation is not straightforward. For example, both the real and reciprocal space terms 

have to be evaluated with the soft-core potential for a correct cancellation of the reciprocal 

space terms within the real-space cutoff, while in the most implementation, only the real 

space terms are evaluated with the soft-core potential.73–74 Although this does not cause 

problems at the two end states, they lead to incorrect estimates of Coulomb interactions at 

intermediate λ states. For this and other reasons as described by Steinbrecher et al.,61 we 

have not considered its application to the electrostatic interactions in this work and have 

performed all simulations using the two-step annihilation process in Figure 1.

Despite its wide use, CSC has several shortcomings. First, because of the explicit λ-

dependence of the LJ potentials (eq. (8)), the derivative ∂U/∂λ for TI requires the evaluation 

of two additional terms, as

∂U
∂λ = U1 λ − U0 λ + 1 − λ ∂U0

LJ − CSC λ
∂λ + λ∂U1

LJ − CSC λ
∂λ . (9)

For FEP and BAR, eqs. (5) and (7) involve a tedious evaluation of the potential energies at 

different λ values in a post-processing or on-the-fly manner. In the absence of CSC, on the 

other hand, their corresponding values can be simply determined for any pairs of λ values 

based on the U0 and U1 values recorded during each λ simulation.58 Second, when multiple 

atoms are added or deleted, the TI integrand for the vdW transformation is highly non-linear 

with the transformation of the solute. For this reason, simulations at many intermediate λ 
states must be performed to accurately describe the curvature of the TI integrand over the 

entire range of λ between 0 and 1.58 These issues can be mitigated by several different soft-

core potentials developed,75–76 such as, the “cap potential” which softens LJ interactions at 

short inter-particle separation.76 Although it removes the explicit λ-dependence of ∂U/∂λ, it 

leads to heavily skewed ΔU distributions near the end states76 and requires more λ 
simulations.
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Gaussian-type soft-core (GSC) potentials: Based on the above discussion, the 

requirements that the newly developed soft-core potential must meet are as follows: First, 

the soft-core potential should not alter the Hamiltonians at the two end states. Second, the 

linearity of the hybrid Hamiltonian must be kept for direct application of TI, FEP and BAR. 

In other words, the hybrid Hamiltonian should be a linear function of λ as in eq. (1). Finally, 

the new soft-core potential should produce a smooth alchemical transformation. That is, ∂U/

∂λ should vary smoothly with respect to λ. For example, when both Coulomb and LJ 

interactions are turned on, CSC occasionally produces unexpected minima at certain λ 
values. This can lead to a sudden jump in ∂U/∂λ and thus, unreliable FE estimation.75

These requirements are satisfied with GSC potential developed in this work, which are 

added to the regular non-bonded interaction energy, Unb (i.e., a sum of the unmodified 

electrostatic and van der Waals interactions) as

U0
nb − GSC = U0

nb + ∑i, j′ α0e−β0
rij

R0, ij
min

X
(10a)

and

U1
nb − GSC = U1

nb + ∑i, j′ α1e−β1
rij

R1, ij
min

X
(10b)

where X = 2 or 4. In the equation, “prime” indicates the summation only between the solute-

solvent pairs, where the solute refers to the entire solute or a part of it that is alchemically 

transformed. The total non-bonded interaction energy of the entire system in eq. (1) is then

Unb λ = 1 − λ U0
nb − GSC + λU1

nb − GSC . (11)

In eq. (10), α and β are the user-provided parameters defining the maximum and width of 

the repulsion, respectively. The equation is general and allows for an easy control of the 

GSC terms in the different alchemical transformation simulations as presented in Supporting 

Information. In such simulation, since GSC is only applied to the solute-solvent pairs, the 

overhead of the GSC potential is negligible. Moreover, when α=0, its evaluation can be 

skipped. In this study, when GSC is turned on, X = 4, α = 5 kcal/mol and β = 5. Otherwise, 

α is set to zero (i.e., no GSC potential).

Because of the different behavior of GSC from CSC, the protocol of the alchemical 

transformation requires certain modifications (Figures 1 and S1). For example, when 

annihilating a solute, the transformation is carried out in two steps. In the first step, the LJ 

and Coulomb interactions of solute with solvents are removed by setting the ε and charge 

values of the solute to zero, while the GSC repulsion is turned on. In the end of this step, the 

solute is purely represented by the GSC potential, forming a cavity around it. In the second 

step, the GSC potential is turned off to complete the annihilation. In this step, although the 

solvents can penetrate the solute as λ approaches 1, they do not cause any singularity in the 

energy. Thus, numerical stability is guaranteed in the simulation as well as in the FE 
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evaluation. As described in the Results and Discussion section, we can also use this 

penetration to reduce the number of λ simulations needed. Details on how the two-step 

annihilation is performed are presented in the Supporting Information. In Figure 2, we also 

show how the GSC repulsion interacts with the LJ term when the LJ interaction is switched 

off while GSC is turn on as λ changes from 0 to 1.

C. Combining TI with DW-FEP

The FEP equation (e.g., eq. (5)) can be differentiated with respect to λ.77 For a hybrid 

Hamiltonian that is a linear function of λ, its first order derivative becomes the weighted 

ensemble average of ΔU (i.e., U1 − U0) sampled at λ′,

FFEP
1 λ

λ′
=

〈 ∂U
∂λ e−β Uλ − Uλ′ 〉λ′

〈e−β Uλ − Uλ′ 〉λ′
(12a)

= 〈ΔU e−β λ−λ′ ΔU〉λ′
〈e−β λ−λ′ ΔU〉λ′

(12b)

where … |λ′ denotes the value estimated based on the simulation at λ′. The accuracy of the 

predicted FFEP
1 λ  value then depends on the overlap of the configurations sampled at λ′ to 

those at λ.76, 78–79 Several alchemical FE calculation methods have been developed by 

applying the same principle.78–83

Eq. (12) proposes a simple strategy for determining the range of λ values, at which the FE 

value can be reliably estimated using the sampled configurations at λ′. The same strategy 

can also be used to determine the number of λ simulations and their λ values. For example, 

based on the configurations sampled at λ1 and λ2, the FFEP
1 λ  values can be determined 

using eq. (12) at any λ value. Then, as shown in Figure 3, their difference, i.e.,

δ λ = FFEP
1 λ λ2

− FFEP
1 λ λ1

, (13)

has a minimum between λ1 and λ2. If the minimum is smaller than a threshold which can be 

determined on the basis of the accuracy of the FE value desired, e.g., 1 kcal/mol, the DW-

FEP calculation is performed to the λ value at the minimum. Then, the error of the FE value 

is < 1
2δ λ × λ2 − λ1 . If the minimum is greater than the threshold and/or if a higher accuracy 

of FE is desired, an additional simulation is performed at this λ value. This process is 

iterated until the desired accuracy of FE is reached. Previously, Tidor and Karplus applied 

this combined FEP/TI approach to improve the TI quadrature.83 Hereafter, we refer this 

method to as the TI integrand prediction-guided DW-FEP (simply, IPDW-FEP) method. 

Compared to the commonly used mid-point DW-FEP, which is a de facto non-optimized 

version, IPDW-FEP considers the asymmetry of the alchemical transformation and is more 

general.
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III. COMPUTATIONAL DETAILS

The GSC methods and protocols developed were tested using 13 small molecular systems 

and one protein system, i.e., insulin-like growth factor receptor kinase (IGF-1RK).84 The 13 

molecular systems, which cover diverse functional groups, charge states and large solvation 

FE variations, were annihilated in water. For the protein system, phosphorylation 

modification of IGF-1RK (i.e., Tyr-to-pTyr modification) was simulated. The same 

transformation was also performed in water.

The PERT module available in the CHARMM program (version c41a2)53 was used in all 

simulations with the relevant modification for the GSC potentials. The CHARMM36 force 

fields85 and the TIP3P water model86 were used to describe the system. In the protein 

system, the CMAP backbone correction potential87–88 was also used. Each small molecule 

was solvated with the 40 Å cubic water box and the protein with the 80 Å rhombic 

dodecahedron water box. The details of the protein system preparation were described in our 

recent study.12 All molecular dynamics (MD) simulations were performed with 2 

femtosecond (fs) integration time step, leapfrog Verlet and the Nosé-hoover thermostat89 at 

300K. The SHAKE algorithm was applied to all bonds involving hydrogen atoms.90 The 

switching function was applied between 8 Å and 10 Å for the LJ interactions and the PME 

method91 for the electrostatic interactions, respectively.

For each small molecule, the alchemical simulations were performed using both the CSC 

and GSC protocols presented in Figure 1. In the CSC protocol, the Coulomb interactions of 

the solutes were removed first, followed by the removal of the LJ interactions with the CSC 

potential. In the GSC protocol, the Coulomb and LJ interactions were removed first, during 

which the GSC repulsion was turned on. The GSC potential was then removed in the second 

step. In both protocols, at the end of the annihilation, the solute has only the bonded terms 

(i.e., bond, angle and dihedral terms). Therefore, the free energy (FE) of solvation requires 

the computation of the free energy to restore the Coulomb and van der Waals interactions of 

the solute in vacuum. In the present study, such calculation was performed for each solute in 

vacuum by following the CSC protocol (Figure 1a). Thus determined solvation free energies 

are presented in Table 1. Each step of the transformation was accomplished with a total of 

19 λ simulations at λ =0.0, 0.01, 0.02, 0.05, 0.2, g1 = 1/2 − 1/ 12 , 0.3, 0.4, 0.5, 0.6, 0.7, 

g2 = 1/2 + 1/ 12 , 0.8, 0.9, 0.95, 0.98, 0.99 and 1.0. At each λ value, the MD simulation 

was carried out for 2 nanosecond (ns) and the U0, U1 and ∂U/∂λ values were recorded at 

each MD step. The values recorded were then sampled with an interval of 2 ps from the last 

1.5 ns simulation to construct an uncorrelated dataset. Finally, different FE calculation 

methods, including TI, BAR, DW-FEP, IPDW-FEP methods, were applied to determine the 

FE change, in which the free energy value and its error were determined by the 

bootstrapping strategy.92 The Tyr-to-pTyr mutation was simulated with the 3-step protocols 

(Figure S1).
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IV. RESULTS AND DISCUSSION

A. Accuracy of the GSC potential

The accuracy of the GSC potential was examined by comparing the free energies (FEs) of 

small molecule solvation in water determined for the 13 molecules using both the GSC and 

CSC potentials (Table 1). The solvation free energies were computed based on the free 

energies of solute annihilation in water and a correction term in vacuum (Table S1). Since 

the objective of this work is to compare the newly developed GSC potential to the CSC 

potential, unless otherwise specified, the remainder of this work focuses on the free energy 

values determined from the annihilation of the solute in water. In Tables S1 and S2, the FE 

values of solute annihilation determined using the TI method are presented. For the GSC 

protocol, the FE values determined from X=2 and 4 (eq. (10)) are compared in Table S3.

The GSC protocol reproduced all the results of the CSC protocol with 0.06 kcal/mol mean-

signed (MSD) and 0.17 kcal/mol mean-unsigned deviations (MUD) for the TI method. The 

BAR and FEP methods also reproduced the CSC results with an accuracy similar to the TI 

method (Tables 1 and S1). Finally, in Table 2, we compare the FE change of a tyrosine 

phosphorylation between the CSC and GSC potentials. For this comparison, we applied a 

double decoupling scheme as presented in Figure S1. The result shows that the GSC 

protocol reproduces the free energy change of the side chain mutation with only 0.53 

kcal/mol difference between the two protocols. Together, the results presented suggest that 

GSC is as accurate as CSC and independent of the FE methods employed.

B. Efficiency of the CSC versus GSC protocols

To examine the efficiency of the GSC potential, we systematically vary the number of λ 
states used in the FE evaluation between N=2, 3, 6, 11 and 19. First, the efficiency of CSC 

and GSC on calculating the total annihilation free energies are compared in Tables 3 and 4. 

When TI was applied, the overall accuracy and efficiency were similar between the two 

protocols. Both protocols required at least 6 λ simulations in Step 1 and 11 λ simulations in 

Step 2 to yield MUD < 0.3 kcal/mol relative to their respective reference FE values (i.e., 

N=19 values). Figure S2 compares the TI integrands of all systems determined by the CSC 

and GSC protocols. In Step 1, the integrands change almost linearly over the entire range of 

λ for both protocols (Figure S2a and S2b). This explains why their FE values can be reliably 

determined with few λ simulations by TI. In Step 2, their TI integrands show a large 

curvature around λ=0.9 (Figures S2c and d). Consequently, they require 11 λ simulations to 

accurately capture the changes in the TI integrands.

Next, we applied the mid-point perturbation version of the DW-FEP method (also known as 

the simple overlap sampling method93) to both steps of the GSC protocol and to Step 1 of 

the CSC protocol. Here, the DW-FEP method was not applied to Step 2 of the CSC protocol, 

because it required to reevaluate the energies at the perturbed λ values for each saved 

coordinate. Note that all the FE values reported are based on the energies saved in each MD 

step followed by construction of an uncorrelated dataset (See Computational Details). The 

results are presented in Table 5. For GSC, with the exception of N=2, most of the computed 

FEs are in an error of 0.5 kcal/mol from the reference N=19 values, and 6 λ simulations are 

Li and Nam Page 9

J Chem Theory Comput. Author manuscript; available in PMC 2021 August 11.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



needed to achieve MUE < 0.3 kcal/mol in each step. Together, a total of 12 λ simulations 

reproduce all annihilation FE values. In Table S4, the BAR method was also tested and 

produced results comparable to the DW-FEP method. However, at several N=2 and 3 cases, 

it failed to converge due to the poor configuration overlap. For CSC with DW-FEP, 6 λ 
simulations are needed to reproduce its reference values (Table 5). Overall, the DW-FEP 

method is more efficient than the TI method in Step 2 of the GSC protocol, whereas Step 1 

shows similar efficiency between the different FE methods tested.

Finally, to test the reproducibility and efficiency of the GSC potential, we compared the free 

energies of the annihilation of solute’s vdW interactions in Step 2 of the CSC protocol 

(Figure 1a). In the comparison, the FE values from Step 2 of the CSC protocol (Table 3) 

were used for CSC, and for GSC, additional two-step annihilation simulations were 

performed (Figure 1c). In the first step, the vdW interactions of the solute were removed, 

while the GSC potential was turned on. The second step was the same as Step 2 of the GSC 

protocol shown in Figure 1b. The results are presented in Table S5. First, GSC reproduces 

the CSC results with 0.07 kcal/mol MUD for DW-FEP and 0.15 kcal/mol MUD for TI. 

Second, DW-FEP requires fewer λ simulations than TI. For example, in Step 1, DW-FEP 

using two λ simulations (i.e., λ=0 and 1) reproduces the N=19 λ simulation results with 

0.04 kcal/mol MUD and using a single simulation at λ=0.95 with 0.08 kcal/mol MUD, 

while TI requires 6 λ simulations for MUD < 0.3 kcal/mol; with 3 λ simulations, MUD is 

0.32 kcal/mol. Together, DW-FEP requires a total of 7 λ simulations (i.e., 1 simulation for 

Step 1 and 6 simulations for Step 2) to produce the FE values of the vdW annihilation with 

MUD < 0.3 kcal/mol. Below we also discuss how to minimize the number of λ simulations 

required for Step 2 of the GSC protocol.

C. Understanding efficiency of the GSC potential

The efficiency of GSC can be understood by comparing the TI integrands estimated using 

eq. (12) to those directly determined from each λ simulation. In Figures 4a and b, this 

comparison is made using glycine as an example. In Step 1, the TI integrands estimated 

from 3 λ simulations at λ=0, 0.5 and 1 reproduce the TI integrands directly determined from 

19 λ simulations. The robustness of eq. (12) in this case is due to the quasi-linearity of the 

TI integrands over the entire range of λ values. The same principle can be applied to Step 1 

of the CSC protocol. In Step 2 of GSC, despite the high curvature around λ=0.9, three λ 
simulations at λ=0, 0.5 and 1 reproduce the TI integrands between λ=0 and 1 (Figure 4b). 

This explains why DW-FEP predicts the FE change with reasonably high accuracy even at 

N=3, while TI severely underestimates the FE value. This approach is similar to the 

approach used by Tidor and Karplus,83 but is different from the extended TI approach by de 

Ruiter and Oostenbrink,78 which uses the CSC potential and requires the evaluation of ∂U/

∂λ values at non-simulated λ values on the fly or after simulations.

The predictability of eq. (12) can be examined by analyzing the probability density of the 

energy gap, ρ(ΔU), determined from each λ simulation (Figure 4c and d). In agreement with 

the quasi-linear TI integrands in Step 1, all the density distributions are of the Gaussian 

shape with a similar width (Figure 4c). This suggests that the solvent molecules response 

linearly to the elimination of the solute-solvent interaction. A nonlinear response contributes 
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to the long tail of the density distribution at large λ values. This occurs because the GSC 

repulsion, which is turned on during the first step of the annihilation, prevents physical 

overlapping between the solute and the surrounding solvents, so that the solvents only have 

to respond to pure repulsion around the solute.

The density distribution analysis allows the determination of the number of λ simulations 

and their respective λ values necessary to cover the entire range of the energy gaps with 

sufficient overlap between them. For example, in the case of glycine, the simulations at λ=0, 

0.5 and 1 show ample overlap between them (Figure 4c). For this reason, the 3 simulations 

are sufficient to accurately determine FE values in most cases using TI (Tables 3 and 4) and 

DW-FEP (Table 5). There are a few exceptions. For example, in the case of Ca2+, its ρ(ΔU) 

distributions are too narrow to cover the entire range of ΔU with three λ states, and at least 6 

λ simulations are needed to have some overlap between them (Figure S2f). The importance 

of the overlap of the density distribution has previously been discussed in the context of FEP 

and BAR methods.69, 72 Together, 3 λ simulations are sufficient in Step 1 of the neutral and 

singly charged molecule annihilation, while at least 6 λ simulations are needed for the 

annihilation of highly charged solutes.

In Step 2 of the GSC protocol, the density distribution changes drastically from a narrow 

distribution at λ=0 to a wide distribution at λ > 0.9 (Figure 5d). This widening occurs 

because the GSC repulsion decreases with the increase of λ. For example, for α=5 kcal/mol, 

the maximum of the GSC repulsion is 0.25 kcal/mol at λ=0.95. As it is less than 1/2 kBT, 

solvent atoms can easily overcome this repulsion and overlap with the solute atoms. Since 

the determination of annihilation FE requires sampling of the solvent configurations that 

overlap with the solute molecule as well as that exclude the solute’s volume (i.e., the solute 

cavity), this feature of GSC around λ=0.95 allows the sampling of both types of solvent 

configurations and offers a unique advantage for predicting the TI integrands over a broad 

range of λ values. Indeed, the configurations sampled at λ=0.95 accurately predict the TI 

integrand over the entire range of λ (Figure S3c), and the FE values determined only have 

0.5 kcal/mol of MUE (See the last two columns of Table S6).

D. Locating λ values with minimal FE errors for DW-FEP

The TI integrand and density distribution analyses described above suggest a practical 

approach for determining the λ value with minimal error in DW-FEP. As illustrated in 

Figure 3, the integrands are overestimated in the increasing direction of λ and are 

underestimated in the opposite direction, following the Gibbs-Bogoliubov model.94 

Consequently, if the TI integrands predicted from two λ simulations are compared, their 

difference (eq. (13)) has a minimum between the two λ values. When the minimum is below 

a certain threshold, the DW-FEP calculation can be performed to the λ value at the 

minimum. Otherwise, an additional simulation is performed at this λ value to improve the 

accuracy of the FE value. In this work, this approach is called the integrand prediction-

guided DW-FEP (IPDW-FEP) method.

The advantage of IPDW-FEP is evident in Step 2 of the alchemical transformation with GSC 

(Table S7). On the other hand, Step 1 displays an efficiency similar to the mid-point DW-

FEP (Table 5), due to the similar shape and variance of the ρ(ΔU) distributions (Figure 5c). 
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By analyzing the different behaviors of the ρ(ΔU) distributions, we can optimize the number 

of λ simulations and their respective λ values in each of the two transformation steps. With 

a total of 7 λ simulations (i.e., 5 simulations in Step 1 at λ=0.1, 0.3, 0.5, 0.7 and 0.9 and 2 

simulations in Step 2 at λ=0.5 and 0.95), the FE values determined are with MUD < 0.3 

kcal/mol (Table S8). The total number of λ simulations can be further reduced if the 

accuracy criterion of 1 kcal/mol is used. For example, with a total of 5 λ simulations (i.e., 3 

simulations in Step 1 at λ=0.1, 0.5 and 0.9 and 2 simulations in Step 2 at λ=0.5 and 0.95), 

MSD and MUD values of the determined FE values are −0.51 kcal/mol and 0.61 kcal/mol, 

respectively (Table S6). In this case, we note that the FEs of Step 2 are still based on the two 

simulations at λ=0.5 and 0.95.

E. Limitations of the GSC potential.

The developed GSC potential is has several limitations. First of all, GSC is not compatible 

with the single-step annihilation protocol, in which Coulomb and vdW interactions are 

turned off simultaneously while the CSC potential is applied to both types of interactions to 

avoid singularity. When the PME method is used, the single-step protocol requires a rigorous 

implementation of the CSC potential for correct cancellation of the reciprocal space terms 

by the real space terms at intermediate λ states. In addition, when proper parameters are not 

used for the soft-core potentials, they results in an incomplete cancelling between the 

Coulomb and the vdW interactions at short interparticle distance, and in some cases, the two 

particles collapse.61 This does not occur with two-step annihilation process. In addition, the 

advantage of GSC makes it possible to perform the entire transformation with fewer λ 
simulations than the transformation with CSC. Especially, as presented in this study, only 

two λ simulations in the second step produce a very reliably free energy estimate.

Second, while the functional form of GSC (eq. (10)) is well suited for the dual-topology 

alchemical transformation, it is not optimal for the single-topology parameter interpolation 

(PI) scheme adopted in AMBER.95 Obviously, GSC can be applied to the PI scheme by 

interpolating the GSC parameters (i.e., α, β, and Rij
min) but this negates the advantage of 

GSC. For example, as the parameter-interpolated GSC potentials depend on λ, the TI 

calculation requires the explicit evaluation of the derivative of GSC with respect to λ. We 

can get around this limitation by interpolating only the α value, while making the β and 

Rij
min parameters λ-independent, for example, by taking a geometric or arithmetic mean of 

their two end-state values. This simplifies the TI integrand calculations. Nevertheless, for 

FEP and BAR, the energy must still be reevaluated at the perturbed λ values for each saved 

coordinate.

V. CONCLUSION

This paper presents a new type of soft-core potential, called Gaussian soft-core (GSC) 

potential, and associated alchemical simulation protocols. Several features of GSC make it 

an attractive alternative to the conventional separation-shifted soft-core potential. First, the 

GSC potential prevents the configuration overlap between solute and solvent molecules 

without explicit modification of Lennard-Jones potentials. This simplifies the calculation of 

∂U/ ∂λ and permits a straightforward determination of the free energy values using any of 
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the thermodynamic integration (TI), free energy perturbation (FEP) and Bennett acceptance 

ratio (BAR) methods. The effectiveness and accuracy of GSC are demonstrated by 

systematically comparing the annihilation free energies of 13 model systems and the free 

energy of a protein side chain modification. Second, the parametric nature of GSC allows 

the control of the range of solvent configuration sampling, especially in the annihilation of 

the GSC potential (i.e., the second step of the annihilation of solute). As we have 

demonstrated, this feature allows a significant reduction of the number of λ simulations 

without losing accuracy of the determined FE values. By combining the prediction of the TI 

integrands and double-wide FEP (DW-FEP) method, we show that GSC can reduce the 

overall computational expense by more than 60 % compared with the traditional soft-core 

potential.
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Figure 1. 
Two-step annihilation protocols of solutes in water. (a) In the CSC protocol, the first step 

(Step 1) removes the electrostatic interactions of solute with solvents, and the second step 

(Step 2) removes the van der Waals (vdW) interactions with CSC potential. (b) In this GSC 

protocol, the first step (Step 1) removes the electrostatic and vdW interactions of solute with 

solvents, while GSC repulsion is turned on. The GSC repulsion is removed in the second 

step (Step 2). (c) For solute without charges, vdW interaction is removed in two steps with 

the GSC potential. The first step removes the vdW interaction of solute with solvents, while 

GSC repulsion is turned on. The GSC repulsion is turned off in the second step.
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Figure 2. 
(a) The interaction of the GSC repulsion with the Lennard-Jones (LJ) potential at different λ 
values. In the plot, ULJ−GSC(λ) = (1 − λ)ULJ + λUGSC, i.e., the process occurs such that the 

Lennard-Jones potential is turned off while the GSC repulsion is turned on. The εij value 

used for the LJ potential is 0.12 kcal/mol, and for GSC, α = 5 kcal/mol, β = 3 and X=4. 

Comparison of the GSC potentials (b) between X=2 and 4, in which α = 5 kcal/mol and β = 

3, and (c) between the different β values with α = 5 kcal/mol and X=4. In (b) and (c), the 

van der Waals interaction potential (εij = 0.12 kcal/mol) is also shown.
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Figure 3. 
Schematic illustration to identify an optimal λ value for the IPDW-FEP method. (a) The 

original and predicted TI integrands. The solid red line represents the original TI integrands 

determined from each λ simulation. The dashed blue lines represent the TI integrands 

predicted based on the configurations sampled at the two end-point λ values, i.e., λ0 and λ1. 

(b) The difference between the two predicted TI integrands, i.e., δ(λ) of eq. (13). The arrows 

in (a) indicate the λ value at the minimum of δ(λ) in (b), at which the DW-FEP calculation 

yields a minimum FE error.
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Figure 4. 
TI integrands and ρ(ΔU) distributions of glycine annihilation with GSC. (a) and (b) show the 

TI integrands for the first and second annihilation steps, respectively. The integrands directly 

determined from each λ simulation are colored in red (i.e., the reference TI integrands). The 

TI integrands predicted based on eq. (12) are represented with different colors: blue for λ=0; 

black for λ=0.5; and green for λ=1.0, respectively. (c) and (d) show the ΔU distributions for 

the first and second annihilation steps, respectively. To highlight the overlap between the 

different λ simulations, several distributions are displayed with different colors indicated 

and the remaining distributions are shown in gray.
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Table 1.

Free energies (in kcal/mol) of small molecule solvation in water. For each molecule, the annihilation free 

energies (∆Fwater) were computed in water by following the CSC (Figure 1a) and GSC protocols (Figure 1b). 

Their free energies were determined by the TI method for the CSC protocol, and the TI, BAR, DW-FEP and 

IPDW-FEP methods for the GSC protocol, respectively. To correct the bonded terms, the same annihilation 

free energies ΔFvacuum
CSC  were determined in vacuum (Figure 1c) using the TI method. The free energies thus 

determined are provided in Table S1. The solvation free energies reported were then 

ΔFsolvation = − ΔFwater − ΔFvacuum
CSC .

ΔFsolvation
CSC a ΔFsolvation

CSC a

ID Molecule Charge TI TI BAR DW-FEP IPDW-FEP

Monoatomic ions

1 K+ +1 −71.41 −71.35 −71.38 −71.47 −71.43

2 Cl− −1 −92.15 −91.96 −91.99 −91.98 −92.00

3 Na+ +1 −92.02 −92.14 −92.12 −92.10 −92.12

4 Ca2+ +2 −367.86 −367.77 −367.90 −367.77 −367.79

Small molecules

5 Glycine 0 −9.74 −9.39 −9.69 −9.69 −9.69

6 Ethanol 0 −5.69 −5.45 −5.72 −5.73 −5.73

7 Imidazole 0 −10.35 −10.20 −10.47 −10.49 −10.49

8 Imidazolium −1 −51.39 −51.48 −51.77 −51.80 −51.80

9 Methylamine 0 −4.10 −3.97 −4.16 −4.15 −4.14

10 Methylammonium −1 −60.89 −60.63 −60.80 −60.82 −60.81

11 Acetic acid 0 −3.81 −4.04 −4.30 −4.28 −4.30

12 Acetate ion −1 −98.06 −98.04 −98.32 −98.38 −98.39

13 Phospho-tyrosine −2 −209.10 −209.33 −209.69 −209.93 −209.88

MSD 
b 0.06 −0.13 −0.16 −0.15

MUD 
b 0.17 0.18 0.21 0.21

a
All annihilation simulations were carried out in two steps, in which each step was accomplished by 19 λ simulations, i.e., a total of 38 λ 

simulations to complete the entire annihilation of an solute molecule. Thus, for the computation of solvation free energy of each small molecule, a 

total of 76 λ simulations were performed. For the monoatomic ions, ΔFvacuum
CSC = 0 by definition.

b
The mean signed and mean unsigned deviations (MSD and MUD) relative to the CSC TI results.
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Table 3.

Accuracy of the TI method for the different numbers of λ simulations for Steps 1 and 2 of the CSC protocol in 

water (Figure 1a).
a
 The energy is in the unit of kcal/mol.

ΔFTI
CSC

 (Step 1) ΔFTI
CSC

 (Step 2)

N=2 3 6 11 19 N=2 3 6 11 19

1. K+ 77.37 74.10 73.51 73.46 73.56 −1.96 −2.01 −2.12 −2.12 −2.14

2. Cl− 99.41 95.97 94.91 94.77 94.75 13.30 −7.44 −4.12 −3.18 −2.60

3. Na+ 97.78 94.60 93.86 93.79 93.67 −1.08 −1.48 −1.62 −1.62 −1.66

4. Ca2+ 350.47 369.48 368.72 369.25 369.17 −0.72 −1.15 −1.29 −1.32 −1.31

5. Glycine −46.42 −48.47 −48.92 −48.99 −48.99 11.85 −5.10 −1.82 −1.16 −0.92

6. Ethanol 13.86 12.42 12.16 12.10 12.12 −8.27 −3.83 −1.66 −1.22 −1.14

7. imidazole 16.74 15.25 14.90 14.86 14.85 −6.70 −2.64 −0.57 −0.18 −0.20

8. Imidazolium− 14.56 12.80 12.49 12.51 12.55 −5.70 −1.69 0.35 0.78 0.77

9. Methylamine −6.74 −7.87 −8.09 −8.12 −8.12 −5.53 −2.75 −1.39 −1.02 −0.87

10. Methylammonium− 45.12 42.79 42.60 42.58 42.60 −5.53 −2.69 −1.29 −0.95 −0.85

11. Acetic acid 79.69 77.88 77.62 77.37 77.40 −9.33 −4.21 −1.68 −1.15 −1.05

12. Acetate ion− 151.13 148.02 146.84 146.72 146.49 −8.86 −4.03 −1.70 −1.23 −0.99

13. Phospho-tyrosine2− 244.52 237.72 233.78 232.90 231.83 72.26 −37.88 −22.30 18.60 −17.53

MSD 
b 1.97 0.99 0.19 0.10 −9.28 −3.57 −0.82 −0.19

MUD 
b 4.85 0.99 0.28 0.13 9.48 3.64 0.84 0.20

a
The λ values in the N=2, 3, 6 and 11-point λ simulation results are: for N=2, λ=0 and 1; for N=3, λ=0, 0.5 and 1; for N=6, λ=0, 0.2, 0.4, 0.6, 0.8 

and 1; and for N=11, λ=0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9 and 1, respectively.

b
MSD and MUD are relative to the N=19 simulation results of each step.
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Table 4.

Accuracy of the TI method for the different numbers of λ simulations for the Steps 1 and 2 of the GSC 

protocol in water (Figure 1b).
a
 The energy is in the unit of kcal/mol.

ΔFTI
GSC

 (Step 1) ΔFTI
GSC

 (Step 2)

N=2 
a 3 6 11 19 N=2 3 6 11 19

1. K+ 74.07 74.08 74.58 74.90 75.21 −6.05 −4.40 −3.93 −3.89 −3.87

2. Cl− 97.15 97.17 97.31 97.48 97.65 −9.76 −6.69 −5.84 −5.74 −5.70

3. Na+ 91.72 93.18 93.98 94.38 94.78 −4.03 −2.99 −2.69 −2.65 −2.65

4. Ca2+ 339.04 368.20 369.80 370.06 370.43 −4.06 −3.05 −2.73 −2.68 −2.66

5. Glycine −38.54 −39.49 −39.39 −39.38 −39.36 −42.00 −23.35 −13.25 −11.04 −10.91

6. Ethanol 22.14 21.03 20.82 20.80 20.80 −39.87 −22.03 −12.40 −10.20 −10.06

7. imidazole 25.59 24.48 24.21 24.19 24.20 −41.12 −22.32 −12.25 −9.94 −9.71

8. Imidazolium− 23.16 21.91 21.82 21.80 21.94 −36.69 −19.80 −10.70 −8.66 −8.54

9. Methylamine −1.19 −1.87 −1.94 −1.98 −1.99 −25.85 −14.36 −8.40 −7.26 −7.13

10. Methylammonium− 49.79 48.81 48.84 48.87 48.80 −26.68 −14.79 −8.60 −7.36 −7.31

11. Acetic acid 87.56 86.21 86.56 86.46 86.43 −37.72 −20.86 −11.83 −9.94 −9.85

12. Acetate ion− 157.69 156.28 155.51 155.32 155.27 −36.37 −20.26 −11.75 −9.89 −9.79

13. Phospho-tyrosine2− 254.84 252.81 250.51 249.75 249.69 −97.92 −61.15 −41.10 −35.73 −35.17

MSD 
b −1.60 −0.08 −0.10 −0.09 −21.91 −8.67 −1.70 −0.13

MUD 
b 3.95 0.81 0.30 0.13 21.91 8.67 1.70 0.13

a
The λ values in the N=2, 3, 6 and 11-point λ simulation results are: for N=2, λ=0 and 1; for N=3, λ=0, 0.5 and 1; for N=6, λ=0, 0.2, 0.4, 0.6, 0.8 

and 1; and for N=11, λ=0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9 and 1, respectively.

b
MSD and MUD are relative to the N=19 simulation results of each step.
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