Journal of Assisted Reproduction and Genetics (2021) 38:1627-1639
https://doi.org/10.1007/510815-021-02123-2

REVIEW ")

Check for
updates

Review of computer vision application in in vitro fertilization:
the application of deep learning-based computer vision technology
in the world of IVF

2 3,5

Claudio Michael Louis' © . Alva Erwin'2 @ . Nining Handayani'3 © . Arie A. Polim'3#© . Arief Boediono'

Ivan Sini'3

Received: 24 September 2020 / Accepted: 21 February 2021 / Published online: 3 April 2021
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2021

Abstract

In vitro fertilization has been regarded as a forefront solution in treating infertility for over four decades, yet its effectiveness
has remained relatively low. This could be attributed to the lack of advancements for the method of observing and selecting
the most viable embryos for implantation. The conventional morphological assessment of embryos exhibits inevitable
drawbacks which include time- and effort-consuming, and imminent risks of bias associated with subjective assessments
performed by individual embryologists. A combination of these disadvantages, undeterred by the introduction of the time-
lapse incubator technology, has been considered as a prominent contributor to the less preferable success rate of IVF cycles.
Nonetheless, a recent surge of Al-based solutions for tasks automation in IVF has been observed. An Al-powered assistant
could improve the efficiency of performing certain tasks in addition to offering accurate algorithms that behave as baselines
to minimize the subjectivity of the decision-making process. Through a comprehensive review, we have discovered multiple
approaches of implementing deep learning technology, each with varying degrees of success, for constructing the automated
systems in IVF which could evaluate and even annotate the developmental stages of an embryo.

Keywords In vitro fertilization - Deep learning - Artificial intelligence - Embryo assessment - Embryo selection

Introduction

Approximately 13% of women and 10% of men had
suffered from infertility [1]. While the percentages may
appear to be insignificant, the sum could aggravate to a
much more grave and critical concern when the world’s
entire population is considered. Hence, multiple treatments
have been developed and formulated along the years as
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therapeutic strategies for infertility, collectively referred to
as assisted reproductive technology (ART) [2].

The implementation of ARTs has been evolving and
improving along with the marginal increase in the number of
patients undergoing the treatments, estimated at about 474
ART cycles per million of the population in the year 2011 [3].
In vitro fertilization (IVF) has prevailed as the most effec-
tive and commonly utilized type of ART, which comprises
of Intracytoplasmic Sperm Injection IVF (IVF-ICSI) and
Intracytoplasmic Morphologically selected Sperm Injec-
tion (IVF-IMSI) [4]. However, despite of the state-of-the-
art insemination technology, the actual success rate of
IVF cycles remained underwhelmingly low, evident by a
recorded global pregnancy rate of only 24.0% in 2011 [3].

For an extensive period of time, improvements in IVF
procedures have been particularly focused on the medical
practices and laboratory techniques, yet little innovations
are established for the process of embryo grading and subse-
quent embryo selection for transfer. Conventionally, embryo
assessment is conducted under x200—400 magnification by
utilizing an inverted microscope equipped with a heated
stage. Embryos are graded morphologically following a
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standardized scoring system based on several parameters
such as embryo age, blastomere number, size regularity, and
fragmentation percentage. During observation, the embryo
culture has to therefore be withdrawn from the incuba-
tor, presenting risks of exposure to unstable environments
which could presumably perturb the embryo development.
To eliminate such risks, a safer and semi-automated incu-
bator system, called the time-lapse (TL) system, has been
adopted for IVF which permits a real-time observation of
embryo culture during incubation. [5, 6].

The TL system integrates the functions of an incubator
and an optical microscope by equipping the incubation
chambers with internal microscope cameras. The system is
operated through a software which authorizes the recording
and annotation of embryo morphokinetics in real time,
allowing a non-intrusive method for examining embryo
culture. Effectively, TL also facilitates the gain of additional
information concerning the patterns of embryo development
that were previously undetected through the conventional
embryo assessments [5]. Morphological evaluation of
embryos through the TL system has evidently demonstrated
efficacy in improving pregnancy and live birth rates, as
compared to the conventional method [7].

A few TL systems are also equipped with prediction models
or algorithms that could assist embryologists in selecting
embryos with the highest implantation potential for transfer.
Principally, such prediction models could be developed through
images or videos captured using the conventional inverted
microscopes [8] or TL incubators [9, 10]. The advanced visual
information provided by the TL technology is, nonetheless,
more preferable than that of the conventional microscopy
because of the more informative and retrievable nature of
TL data. As demonstrated by Regneir and colleagues, com-
mercially available predictions models such as KIDscore
have displayed significant predictive values for embryo
implantation [11]. However, none of the existing predic-
tion models have been generally accepted or applied in IVF
clinics [12]. Furthermore, the effectiveness of the IVF pre-
diction models is still currently on a prospective validation
process. Two global manufactures of IVF products (Vitro-
life, Sweeden, and Genea-Biomedx, Australia) have also
accommodated versions of Al within their TL incubators
(Embryoscope and Geri). The specific built-in algorithms
would enable the TL incubators to hypothetically perform
automated annotation and selection of embryos for transfer.
Nevertheless, both systems are still considered experimental
[66].

Similar disadvantages previously recognized in the
conventional embryo assessment are also apparent in the
TL system. Manual annotation of embryo culture yields
subjective outcomes and consumes a considerable amount
of time and effort, even with the application of a real-
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time visual documentation function in the form of videos
[14]. In order to eradicate such complications, the future
of embryo assessment has upheld an interest towards the
development of an automated embryo grading system,
either by utilizing TL-based data or even conventional
microscope. That being said however the incorporation
of an Al-based image analysis technique has allowed
the possibility of constructing an automated system that
could independently and automatically perform embryo
assessments and annotations by analyzing the recorded
time-lapse images and videos during incubation. In addition
to simplifying the embryo grading methodology, such
computerized system would accommodate specific and
accurate algorithms that could minimize the risk of
subjectivity. Furthermore, promising outcomes in utilizing
Al specifically the Convolutional Neural Network (CNN)
algorithms, for embryo assessments have been reported
and demonstrated to deliver a better performance than the
conventional method [9].

Objective

Existing studies on the implementation of Al for the automa-
tion of embryo assessment are hereby reviewed. The pur-
pose of this review is to examine just what method of
Al-based technology have been implemented into ART
technology, and to see how far said study have come, in
addition to comparing the differences and similarity that
may exist within each researches. However, the fact is that
many other reviews already exist in the field, ranging from
reviews that provides a broad overview of automated algo-
rithm in reproductive data [13, 15] to reviews that specif-
ically reviews machine learning algorithms implemented
in ART technologies [16, 17], and even a dedicated web-
page that compiles some of the existing Al technologies in
ART [18]. In that respect, this review mainly differs from
the other existing ones due to the focus towards researches
that can specifically be categorized as computer vision,
the selection criteria which is detailed in “Method” below.
While the extent of Al-based systems has been described
for other aspects of IVF, visual-based technology can still
be considered new. This can be attributed due to the fact
that TL technology, which is capable of providing advanced
visual data, is still being gradually adopted in most clinics.
This does not indicates that other reviews does not include
computer vision-based technology, but instead to emphasize
the fact that we attempt to take a closer and more detailed
look at computer vision based researches in IVF as opposed
to performing a more general overview of every Al-related
researches in IVF. While this decrease the width of the area
that the review covers, it instead offers more depth in the
specific area that it covers.
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Method

Specific criteria were established in considering the relevant
papers that are included in this review, as follows:

e Studies which utilized deep-learning based computer
vision technology. Regardless of any other technology
implemented alongside, the inclusion of a deep learning-
based computer vision technology is necessary and
sufficient.

e  Studies that applied said technology to automate an IVF
related process, such as embryo annotation, embryo
assessment, etc.. The visual data could be sourced from
either the TL images/videos or traditional microscopic
images.

The related research papers, 21 in total, were reviewed
and compared in regard to the particulars of the associated
technology, how it was implemented, and to what extent the
technology was able to present efficiency for the respective
IVF procedure. Comparisons were made to highlight the
differences and similarities among the studies, and to
determine the up-to-date progress on the application of the
Al-based systems in IVF.

Deep Learning and computer vision
Deep Learning

Deep Learning (DL) is a concept evolved from Machine
Learning (ML) technology within the AI superset, whose
development has vastly improved the scopes of machine
learning and artificial intelligence-related technology [19].
ML is a data processing technique that facilitates a
machine’s capability to learn to do a specific task
independently. Traditional ML has not been sufficient in
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achieving the desired level of task automation as it requires
the behavior and the so-called feature extractor to be
manually defined so that the ML system could work. Even
then, the ML system is often incapable of functioning
when a different and new set of data input is introduced
[20, 21]. DL overcomes this obstacle by capitalizing on a
technique called representation learning (RL). RL expands
the construct of automation by authorizing a fully automated
feature extraction process to operate from raw data. All in
all, while ML requires a defined feature extractor, DL has
gone a step further by automatically defining its feature
extractor [22, 23]. RL is applied in the form of an artificial
neural network, a computing system that is designed to
mimic the functions of biological neurons. The architecture
of this neural network consists of multiple layers and levels
which regulate the execution of a particular process and its
subsequent results. Hence, the designs of neural network
architecture could differ depending on the specific task that
is performed [21, 24-26].

Computer vision and CNN

As established previously, the rapid advancement of DL
has enabled the development of fully automated systems
that are applicable for all sort of tasks in various fields
[27, 28]. Among the most prominent applications of DL
technology is for computer vision, which is a branch of
technology that offers a machine the capability to process
visual information, essentially giving them eyes to see and
recognize vision sensory data such as images and videos
[29]. Such concept of computer vision had a long history,
but only with the recent advancement of DL did it see a
rapid development for it to be ubiquitously utilized in a wide
array of tasks. DL in computer vision is mostly driven by
Convolutional Neural Network (CNN) [24], a specific type
of DL that is designed to manage image-based data. Figure 1
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displays an example of a CNN architecture. The exclusive
convolutional layer, which distinguishes CNN from other
neural networks, is in control of the image processing
capability. The layer works on an image by segregating its
unique features, step-by-step, that are subsequently used to
predict an outcome, usually for the classification of the input
image into a pre-defined class. Different types of CNN exist
which differ mainly in the architectures of the layers [25,
30, 31].

Architecture of CNN

The architecture of a neural network decides the behavior of
a prediction model, which corresponds to the type of data it
is able to process and how it would perform the task with
the given data. Hence, deep learning model can be defined
as the result of a CNN architecture developed through
training [24, 26]. Additionally, retraining an existing model
is possible so available architectures and training methods
could be employed to create an entirely new model that
can conduct an altogether different task. This technique
is referred to as Transfer Learning which is often more
advantageous than constructing an entirely new architecture
or model. Favorable outcomes could be derived through
transfer learning even with a minimal amount of training
data, but the technique is not fault-free and not applicable
for certain types of task and data [32].

Computer vision in IVF

Implementation of computer vision technology in IVF is
a very specific yet diverse methodology. It often involves
the processing of visual data, pertaining to the stages
of embryonic development, which is derived from either
the TL incubator system or conventional microscopy.
Different information obtained from the particular types
of images/videos highly influence the methods of CNN
implementation. Varying types of microscope models used
to capture the data also produce contrasting results which
actively challenge the susceptibility of CNN to differences
between images, adding another layer of variation to CNN
implementation. In this review, the studies examined were
categorized into four main subjects of discussion according
to the IVF procedures that the CNN was implemented for
(alternatively defined as CNN outputs).

Embryo development annotation
This section examines the task of automatically recognizing
and subsequently annotating the developmental stage of an

embryo at a given time. The papers included in this section
did not attempt to predict the outcomes of IVF cycles and
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instead focused on analyzing the development of embryos.
One particular method associated with such function is
referred to as Cell Counting which, as the name indicates,
is a process of quantifying the number of cells during a
biological observation. Despite being a ubiquitous task, it is
mostly done manually by examining a biological image to
discern each cell individually or by observing for defined
features of the cells, which challenges its accuracy due to
the subjective nature of manual observations [15, 33].The
manual annotation of embryonic development also bears the
same risk of subjectivity. Cell counting in IVF is related
to the evaluation of embryo morphokinetic attributes such
as the physical characteristics of embryos (primarily in the
regularity of blastomere shape), the time of cell division and
the occurrence of abnormality such as multinucleation, all
of which are said to influence the implantation potential of
the related embryo [34] (Table 1).

Multiple CNN-based methodologies have been investi-
gated for the automation of cell counting which involved
a computer vision technique called classification. Classi-
fication is a basic computer vision task, which instructs
a machine to distinguish images and assign them to pre-
defined labels/classes. In cell counting, this classification
function enables an Al model to recognize the features
and characteristics of each cellular developmental stage and
perform a “pseudo counting”. In these types of research
[33, 35-38], the Al models were not trained to recog-
nize individual cells and perform actual cell counting, but
instead trained to recognize the collective shape of each cell
count/embryo stage.

In training an Al model, the quality of training data is
most substantial. The paper by Khan [33] emphasized the
advantage of the classification method, in that it required
minimal preparation of training data by simply labelling
the class of said data. However, Khan notably utilized
training data captured using dark-field microscopy which
had simpler features compared to that of the bright field
microscopy.

McAuley [35], Malmsten [36], Liu [42], Leahy [37],
Dirvanauskas [38], Lau [44] and Raudonis [45] all utilized
training data captured using time-lapse technology equipped
with bright field microscopy. Such data established the
benefits of additional contextual information even though
its sequential nature was not put to use instead only
utilizing static images. Regardless, time-lapse as training
data has offered a more detailed and complete observation
of embryos compared to data gained via the traditional
microscope.

Mcauley [35], Liu [42] and Lau [44] made full use of the
image sequence feature, taking into account the monotoni-
cally non-decreasing nature of embryo development which
does not exist in the regular CNN. To achieve this, a mono-
tonicity rule is implemented via dynamic programming.
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additional masking of the predicted area of cell(s). In
particular, Leahy’s method consisted of multiple pipelines
and is trained using images of one-cell to eight-cell embryos
that were previously confirmed via the -classification
technique.

Rad [49, 50] actually defined the objective of their stud-
ies as cell counting, yet it is excluded from “Embryo
development annotation” due to the method of implementa-
tion that was utilized. Rad presented the task as a regression
function which automatically approximates the location of
each individual cell for cell counting. For this reason, the
method is deemed more similar to object detection in its
input pipeline, rather than cell counting by classification.

IVF outcome prediction

This section is concerned with researches that have
developed ML function categorized under prediction,
specifically in regard to predicting the outcome of an IVF
cycle or a specific IVF procedure. Theoretically, this section
should cover a lot of different outputs however there was
a relatively limited number of studies that are associated
with the prediction function. This could be attributed to the
aspect of predicting tentative outcomes, such as blastocyst
formation, that is regarded as an unreliable indicator for
clinical pregnancy [54].

The ultimate goal of an IVF cycle is to produce a clinical
pregnancy that is followed by a live birth. Hence, the
establishment of prediction models that could foresee such
outcomes would very be useful in improving the quality
of IVF programs [55]. Experimental tests of the prediction
models have demonstrated promising efficacy but some
doubts exist appertaining to the accuracy and practicality of
the models for clinical use (Table 3).

Kan-Tor [56] and Kanakasabapathy [55] both attempted
to perform predictions of blastocyst formation which
typically occurs on day 5 or day 6 of embryo culture
after insemination. A pregnancy would only ensue if an
embryo develops to become a blastocyst. Transfer of
blastocysts, on the other hand, does not entirely guarantee
a clinical pregnancy, regardless of the quality of embryos.
The prediction of blastocyst formation therefore serves to
assist the selection of embryos for transfer but it is not
capable of measuring the overall outcome of an IVF cycle.
Kan-Tor and Kanakasabapathy both highlighted the benefits
of this function during the decision-making process for
transfer. In IVF, there exist two instance where a transfer
can be made, either in day 3 or in day 5 post insemination.
The benefit of blastocyst formation prediction comes into
effect on the decision of day 3 transfer, as the formation of
blastocysts only happens in either day 5 or day 6. Thus the
implementation of this prediction technology can lend more
confidence to the decision of day 3 transfer.

Table 3 Comparison table of studies associated with predicting IVF outcomes

Prediction accuracy

Input data type Training data size CNN function

Al Architecture

Paper

(AUC) Training: £+ 0.83

Predicting  blastocysts

+ 6200 labeled embryo

divided

Time-lapse videos cap-

DNN with Decision Tree

(2020)
classifier

Kan-Tor et al.

[56]

Test across age group: £

0.75

formation

train-

into

tured using various incu-

with  28%

validation

bator from various clin-

ics

separated as test

(AUC) £ 0.75 average

embryo

Predicting

+ 5500 labeled embryo

Time-lapse videos cap-

with  Logistic
Regression classifier

DNN

(2020)

Kan-Tor et al.
[56]

implantation potential

train-

into

separated

tured using various incu-

with  21%

validation

bator from various clin-

ics

separated as test

+71.87%

blastocysts

Training: 1190, Test: 748 Predicting

recorded video

Xception [57] 3469

Kanakasabapathy et al.

(2020) [55]

formation

from 543 patients
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Additionally, Kan-Tor’s [56] paper attempted to predict
embryo implantation potential by making use of Known
Implantation Data (KID) labeling. KID refers to a data-
labelling scheme that predicates the transfer statistic of
an embryo and describes the relation between the embryo
being transferred and its respective implantation outcome.
In short, a positive label denotes a high implantation
potential while a negative label predicts an implantation
failure. Following a successful transfer, the next step is for
the embryo to implant, which may or may not occur [14].
KID labelling is a score that calculates the occurence of
implantation in respect to transfer. Thus a system that can
predict based on KID labeling can also improve on transfer
decision by providing a better picture of the expected
implantation occurrence.

Embryo grading and selection

This section reviews studies which sought to create an
Al system that is capable of assigning a grade to an
embryo. As morphological characteristics of an embryo
vary greatly across its developmental stages, the methods
that are utilized to carry out the automated grading task
would also vary. The results of embryo grading directly
reflect the quality of the embryo and are consequently
critical for the embryo transfer decision. One of the
prevailing issues in IVF is the lack of correlation between
the predicted and actual outcomes. Favorable circumstances
may culminate in a pregnancy failure and, vice versa,
unfavorable predictions could lead to a successful cycle.
Regardless, the benchmark for assessing the performances
of automated embryo grading and selection systems is
established through comparison with the results of manual
grading, as means to gauge the Al capability against that of
the human embryologists [54, 55, 58—62] (Table 4).

Among the studies, the two methods that are largely used
to achieve grading automation include classification [59,
60, 62, 63] and combined stack [54, 58]. Classification-
based grading is very similar to classification cell counting
in technique, while combined stack here refers to a method
which utilizes a function pipelines.

Chen [59], Khosravi [60], Thirumalaraju [62] and
Silver [63] all applied the classification-based approach
to automate the process of embryo grading. Analogous to
the cell-counting classification function, the Al was trained
to assign the input images or videos into the appropriate
labels which interpret embryo traits and nomenclature
in compliance with the current embryo grading system.
Technically, there would be some differences in the
architectures of the Al used, but the basic principle remains
largely the same.

Chen utilized a grading system established by Gardner
to evaluate three embryo morphological characteristics:

@ Springer

Blastocysts with developmental ranking between 3-6,
Inner Cell Mass (ICM), and Trophectoderm (TE) quality.
A simpler grading scheme was adopted by Khosravi
which merely distinguished between good and bad quality
embryos. Additionally, Khosravi also developed a decision
tree model that considered variables such as embryo grades
and patient age as predictors of pregnancy potential, as
an additional function separate from the grading (albeit it
utilizes the output of the embryo grading). Thirumalaraju
performed said classification by grouping the images into
5 different classes, which is then categorized again into
two groups, as blastocysts and non-blastocysts. The paper
focused on comparing the efficacy of 5 different CNN
architectures, with 4 being pre-trained CNN that is re-
trained utilizing transfer learning and 1 new multilayer
CNN that is trained from scratch. Among the tested CNN,
the Xception architecture outputs the best result, and
thus was also chosen for the additional test of parameter
tuning, to display the effect of different parameter setting
on the CNN’s performance. Additionally Thirumalaraju
also performs additional external test on the resulting
models, utilizing data from different source that was
captured with an entirely different method (the models
were trained on data captured using Embryoscope and the
external test utilized data captured with inverted bright-
field microscope). Only the Xception model displayed a
similar result on both external and internal testing, while
all the other models performed worse on the external test,
each to varying degrees. Silver employs CNN to perform
grading on a number of pre-prepared time-lapse videos, over
which half is graded by external embryologists, which aids
in confirming/comparing the CNN’s performance to real
embryologist’s grading. Additionally, Silver also attempted
to predict embryo’s implantation probability, utilzing the
same CNN (with only the head modified to fit with the
desired output) on 272 videos with known implantation
data. This implantation prediction also utilizes a panel
of embryologists with which the CNN’s performance is
compared.

Kragh [58], VerMilyea [54], Bormann [61] and
Kanakasabapathy [55] employed a function pipeline which
incorporated at least one CNN based function among oth-
ers. This approach is more complex than the classification
method as it involved the merging of multiple techniques
together to construct a single process. Taking advantage of
the time-lapse data, Kragh used a combination of classifica-
tion and regression techniques (similar to those utilized in
cell counting and cell detection) to perform embryo assess-
ments according to the Gardner system. Likewise, Khosravi
performed the classification function on the input time-lapse
image sequences and subsequently used regression to inte-
grate the classification results, as means of getting a more
accurate interpretation of the embryo’s grade.
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VerMilyea, on the other hand, attempted to directly
predict the viability of embryos instead of performing
quality grading. This was done by making use of Day 5
embryo images to train a pipeline which comprised of two
different DL architectures. Bormann and Kanakasabapathy
employed similar techniques, by using CNN to initially
classify embryo images into the pre-determined labels and
then utilizing Genetic Algorithm to perform a selection
based on the classification results. The difference lies in
where Kanakasabapathy only utilized labels of embryo
quality based on morphology, Bormann utilized this
technique two-fold first labelling based on embryo quality
and second based on recorded implantation outcomes.

Additional papers

Within this section, is included a group of additional papers
whose functions only tentatively fall under the selection
criteria. Primarily, these papers may or may not employ
deep-learning based computer vision technology, which is
tentative due to a relatively obscure details in the method
section. That being said however, these papers does indeed
utilize neural network technology, which is trained using
a combination of different data, of which a portion was
extracted from images, utilizing the aformentioned methods
that may or may not be deep-learning based computer
vision. What is certain however, is the impressive result
of the papers, achieved through the combination of image
variables and tabular data. While the precise methods
utilized is still relatively obscure on some parts, the result
achieved is unquestionably impressive, which is the primary
reason for their inclusion in this review despite being a
tentative match with the decided criteria.

The paper by Chavez-Badiola et al. [8] emphasized
the creation of their algorithm, referred to as Embryo
Ranking Intelligent Classification Algorithm (ERICA),
touted as an automatic algorithm capable of assisting with
embryo ploidy and implantation prediction. The algorithm
is defined as a “deep machine learning artificial intelligence
algorithm” and is composed of two different modules.
The first is defined as a pre-processing module which
includes image augmentation and feature extractor, which
generates an output in the form of multiple variables based
on the input images. It is this module that’s defined to be
a computer vision module, for the purpose of extracting
features in the form of continuous variables from an image
input. The module made use of various process, which
includes convolution, albeit it appears to be done manually
(in terms of custom designed filters), unlike CNN in which
the convolution filters are automatically inferred by the
algorithm. Following successful extraction of variables,
the second module comes into play, which is the deep

@ Springer

learning model designed to perform the automatic ranking
of the embryo, utilizing a combination of image-extracted
variables and the metadata of the related embryo. Evaluation
of the algorithm is done through 4 different approaches:
(1) Testing set, (2) Comparison against randomly assigned
label), (3) Comparison against professional analysis, (4)
Quantifying the ranking and selection result. This multiple
evaluation approach allows for a more accurate assesment
of the algorithm’s ability, in which same evaluation result
between different approach can work to validate each other.

The paper by L. Bori et al. [65] define itself as developing
an Artificial Neural Network (ANN) for predicting the like-
lihood of live birth, which utilize a combination of pro-
teomic data and image-extracted variable similar to Chavez-
Badiola et al’s paper, albeit utilizing different methods.
Where Chavez-Badiola et al. utilized convolution for fea-
ture extraction, L. Bori et al. utilized a more manual method
that involves Hough transformation and the calculation of
features of the various sections of the images, such as mea-
surement of the area, number of pixels present in a specific
segment, the binary patterns and texture analysis. In total,
33 variables were obtained through this method, which is
expected to be representative of the characteristics of the
related blastocyst. Following extraction, an additional check
was performed to determine the correlation of the variables,
which as a result reduces the number of variables to a total
of 20. A collinearity analysis is then also performed for the
proteomic data, which results in a different set of data uti-
lized in each ANN attempt. The prediction model is trained
utilizing genetic algorithm with each ANN acting as the
individual of a population, which sees an increase in perfor-
mance with each generation. Performance of the model is
tested with two methods, ROC curve and Confusion Matrix.

Conclusion

The implementation of DL technology, particularly, for
computer vision in IVF is quite extensive albeit few in prac-
tice. DL is still actively developing and existing researches
have achieved variable degrees of success. Nevertheless,
findings on the utilization of different Al functions that are
discussed here have displayed favorable outcomes despite
the presently limited research in the field. Undoubtedly,
the prospective advancement of machine assistance could
revolutionize the procedure for embryo assessment in IVF.
This is reflected through the aforementioned studies which
have formulated effective approaches in achieving machine
automation for cell counting, cell detection, and even
embryo grading that are on par with embryologist per-
formances. Most of the papers reviewed here have only
discussed the experimental results without actual implemen-
tation of Al in clinical cases. Hence, the number of clinical
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cases which have implemented IVF automation is mini-
mal in comparison to the number of successful preliminary
studies. A favorable experimental outcome, deduced from
a controlled environment, may not translate very well dur-
ing implementation in a real clinical case. While a CNN
by itself is capable of performing a task, it behaves like a
tool without a handle in which its applicability retains an
absence of direction. Clinical implementation of CNN is
therefore imperative especially if the technology is intended
to be adopted by IVF practitioners. As of now, CNN tech-
nology in IVF is a fascinating advancement worthy of
further research, but its current application for commercial
and practical purposes is still lacking. The implementation
of this automated technology will be a great boon for practi-
cioners of IVF, and proving that Al is capable of automating
a process as delicate and critical as IVF is a major step for-
ward towards making Al-based technology more ubiquitous
in the world.
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