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We have discovered a peculiar form of fracture that occurs in polymer
network formed by covalent adaptable bonds. Due to the dynamic
feature of the bonds, fracture of this network is rate dependent, and
the crack propagates in a highly nonsteady manner. These phenomena
cannot be explained by the existing fracture theories, most of which
are based on steady-state assumption. To explain these peculiar char-
acteristics, we first revisit the fundamental difference between the tran-
sient network and the covalent network in which we highlighted the
transient feature of the cracks. We extend the current fracture criterion
for crack initiation to a time-evolution scheme that allows one to track
the nonsteady propagation of a crack. Through a combined experimen-
tal modeling effort, we show that fracture in transient networks is
governed by two parameters: the Weissenberg number W0 that de-
fines the history path of crack-driving force and an extension parameter
Z that tells how far a crack can grow.We further use our understanding
to explain the peculiar experimental observation. To further leverage
on this understanding, we show that one can “program” a specimen’s
crack extension dynamics by tuning the loading history.

vitrimer | bond exchange reaction | viscoelasticity | nonsteady fracture |
crack-driving force

Understanding the conditions that lead to fracture in polymeric
materials is an important problem of both industrial and

fundamental interests. A common agreement is that fracture of
polymer originates from successive chain scission resulting from
the application of an excessive stress on the network (1). This
consideration leads to the early work of Griffith that predicts the
onset of crack propagation based on the competition between two
quantities: the crack tip–driving forceGtip that provides the fuel for
fracture and the intrinsic fracture toughness G0, which represents
the material’s resistance to fracture (2). To propagate a crack, the
former needs to reach or exceed the latter. This criterion further
leads to deformation-based measurements such as the critical crack
opening distance (COD) (3), critical stretch (4), or network dam-
age models based on the chains’ stretch limit (5–7). These models
have so far been instrumental in predicting the fracture of covalent
polymer networks that are both elastic (2, 8–10) and viscoelastic
(11–17). However, materials formed by weaker bonds [(e.g., co-
valent adaptable bonds (18), ionic interaction (19, 20), or entan-
glements (21–23)] exhibit a much richer fracture behavior that
does not only depend on deformation but also greatly depends on
the rate of loading (21, 22, 24). Due to their inherent weakness,
these bonds are prone to spontaneous dissociation and reasso-
ciation over time under the effects of thermal fluctuations. This
leads to a wide spectrum of rate-dependent mechanical response
wherein the networks behave like viscous fluid at slow loading
rates (relative to the rate of bond exchange), while they exhibit
elastic solid-like behavior at fast loading (21). This coupling be-
tween deformation and network relaxation makes the prediction of
fracture challenging, since the mechanical response becomes both
time and rate dependent. In addition, the physical picture of chain
scission at its stretch limit is no longer valid as a chain may
dissociate in any conformation. This raises questions about the
molecular origin of fracture and on its macroscopic manifestation

and particularly, the conditions for its nucleation and its speed of
propagation. Although some initial efforts were taken to un-
derstand the role of loading rate on fracture (22, 25) in transient
networks, a systematic study of the physical rules behind crack
characteristics, initiation, and propagation is still not established.
To address these questions, we have carried out fracture ex-

periments on a vitrimer network formed by disulfide bonds. In the
presence of a catalyst, the bond exchange reaction (Fig. 1B) can be
triggered by thermal fluctuations at room temperature (26). A full
characterization of this network has been performed in our previous
study (27). In this paper, we are specifically interested in the stress
relaxation experiment, as it unveils the rate of bond exchange re-
action (i.e., the bond dynamics). For this, we conducted a series of
stress relaxation experiments at different stretch levels, in which the
inverse of characteristic relaxation time is interpreted as the aver-
age rate of bond exchange at the applied deformation (28). After
calibration, we found that bond dissociation is well described by
the relation kd = k0d exp(α(λe − 1)), where k0d is the spontaneous
rate, and α = 58.4 is a sensitivity parameter, as shown by the relax-
ation results in Fig. 1C and the fitting of relaxation time τR = 1=kd in
its Inset. This exponential dependency agrees with Eyring’s model
(29, 30) based on the transition state theory. To characterize the
response of this vitrimer in fracture, we then devised a pure-shear
fracture experiment, where a precut sample of width L = 35mm and
height H0 (10mm), which contains a precut of length c0 = 15mm,
was stretched vertically at constant nominal strain rate _λ = _H=H0
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(Fig. 2A). In what follows, this variable is normalized by the bond
dynamics rate k0d so that the ratio W0 = _λ=k0d (denoted as the
nominal Weissenberg number) describes the competition between
network deformation and reconfiguration.
Our measurements of crack extension (Fig. 2 B and C) reveal

three distinct characteristic regimes depending on the magnitude
of W0. For a small loading rate (W0 = 0.095), the induced cut
opens continuously and eventually becomes a curved edge. Over
the course of the experiment, no observable fracture is recorded.
For an intermediate rate (W0 = 0.19), a peculiar phenomenon
occurs where a sharp crack first nucleates from the tip of the cut
and quickly propagates with a characteristic trumpet-shaped profile
(Fig. 2C). However, the propagation stops at a finite time, after
which the crack “dies” and gives rise to a blunted edge. We note
that this phenomenon is not observed in covalently crosslinked
networks, since a propagating crack usually travels continuously at
constant velocity through the specimen (31) under monotonic
loading. Finally, for fast loading (W0 = 0.38), we similarly observe
an initial blunting of the cut, quickly followed by crack nucleation.
In this case, this newborn crack accelerates and fully ruptures the
specimen. We used image processing techniques and measured the
crack extension as a function of stretch λ (Fig. 2B), where we see
that crack propagation is highly unsteady with varying velocity. The
above observations cannot be explained by the current fracture
theories for the following reasons. First, the onset of fracture highly

depends on loading rate in addition to the level of deformation,
therefore, a criterion derived from the elastic theory such as the
COD or the critical stretch cannot be used. Second, the life of a
propagation crack varies between loading conditions, where it may
accelerate, decelerate, or even stop under monotonic loading.
To understand these observations, we have recently developed

a theoretical framework that allows one to evaluate the energetic
fracture criterion and calculate crack velocity based on the stress
field and bond dynamics (32). Combining this approach with finite
element simulations (details provided in SI Appendix, Supple-
mental Information S2), we were able to simulate the nonsteady
state fracture behavior of the vitrimer and qualitatively match the
experimental crack profiles in Fig. 2C. Predominantly, our simu-
lations suggest that crack initiation and propagation are associated
with the increase of strain energy density ψ stored in the network,
which itself is a function of nominal Weissenberg numberW0 and
loading history. In addition, the speed of the crack depends on
both the magnitude of ψ and the sensitivity of bond dynamics kd
upon deformation. In summary, our simulation work has allowed
us to identify three kinetic rates that collectively govern fracture
in transient networks: the rate of loading, the rate of bond dynamics,
and the rate of crack propagation. The way by which these rates
compete during fracture is however unclear. This work’s objective
is thus to combine theoretical analysis with experiment and extract
the physical mechanisms behind these peculiar phenomena.

Fig. 1. (A) Schematic of the transient network, where (B) bond exchange reaction can spontaneously occur at rate kd. (C) Stress relaxation experiment at
different strain λe with uniaxial tensile loading at large deformation (λe > 1.3).

Fig. 2. (A) A schematic of fracture of the specimen. The crack tip–driving force G measures the elastic energy infused to the crack tip. (B) Measurement of crack
extension during the deformation history. (C). Experimental and finite element simulation snapshots of crack profile under different loading rates. (Scale bar, 10 mm.)
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Fracture Controlled by Nonequilibrium Processes
Recalling from the work of Griffith (2), the criterion for crack
propagation relies on the competition between the crack tip–
driving force Gtip and material’s fracture resistance G0. As shown
by Rivlin and Thomas (8),Gtip depends on both the stored elastic
energy density ψ in the specimen and its geometry. The former
determines the energy stored in the system, while the latter dictates
the amount of energy fed to the crack tip. As shown by our pre-
vious serial work (32–35) on the transient network theory (TNT), ψ
is directly related to the elastic distortion of the network. However,
since the network constantly reconfigures, its distortion is usually
different from the specimen deformation. To quantify the network
distortion, the TNT introduced the so-called chain conformation
tensor μ = FeFT

e that measures the mean squared elastic defor-
mation of chains in the network. At the stress-free state, μ is equal
to the identity tensor I, indicating an undeformed state. Over the
deformation history, the TNT allows us to track the chain confor-
mation and the stored elastic energy via their evolutions that read

_μ = Lμ + μLT − kd(μ − 3
tr(μ−1) I) and _ψ = s

2 (μ :L) − kd(ψ − ψ0).
The tensor L = L( _e) is the velocity gradient related to the Hencky
or true strain rate _e (36), and s is the shear modulus of the net-
work. In both equations, the terms associated with L describe the
effect of external load, while the terms associated with kd are re-
lated to network reconfiguration. In what follows, we will explore
the fracture criterion based on these two equations.

Crack Initiation and Arrest. In a pure-shear extension experiment, the
specimen only deforms along x and z directions (Fig. 3A). Therefore,
the chain conformation tensor μ simplifies to a diagonal form expressed
in the x − z coordinate system with μ = [1=λ2e , 0; 0, λ2e], where λe is the
mean chain stretch along z direction. During deformation, the evolu-
tion of λe and the stored elastic energy density ψ become (derivation
provided in SI Appendix, Supplemental Information S1):

_λe = λekd
2

[2W + 2(λ4e + 1) − 1], [1a]

_ψ = kd
2
[2sW(λ2e − 1

λ2e
) − ψ], [1b]

where W = _e=kd is the true Weissenberg number. At the initial
state, this quantity is equal to the nominal Weissenberg number
W = W0. We note that Eq. 1 can describe a wide spectrum of

network response ranging from elastic solid to viscous fluid–like
behavior. At extremely fast loading (W →∞), Eq. 1 becomes
_λe = _eλe and _ψ = s

2 _e(λ2e − 1=λ2e), which are the evolution laws
for Neo-Hookean elastic solid (36). At the other extreme
(W → 0), Eq. 1 degenerates to _λe = _ψ = 0, showing that the
chains remain unstretched regardless of macroscopic deforma-
tion, similar to the behavior of Newtonian fluid. In addition, our
previous studies (32, 37) show that when W is held constant
during deformation, the chains evolve toward a steady-state stretch
λse. As shown by Fig. 3D, λse increases monotonically with W, char-
acterizing a more elastic solid-like behavior. When W > 0.5, the
steady-state stretch diverges, implying that rate of elastic deforma-
tion is predominant over bond dynamics. We note here that our
experiments (Fig. 2) were conducted at constant W0 = _λ=kd, which
is equivalent to a monotonically decreasing true Weissenberg num-
ber W with stretch given by W = W0=λ. As a result, the specimen
response becomes more fluid-like during deformation, and there-
fore fracture becomes less favorable. To relate the specimen’s en-
ergy state to fracture, we first note that the crack tip–driving force
is defined as the energy consumed by unit area of crack extension
as Gtip = lim

δA→0
(δΠc=δA). The term δΠc is the energy consumed by

crack propagation, which can be calculated from the conserva-
tion of energy:

δΠc = δΠw − δΠe − δΠd, [2]

where δΠw is the work done by external forces, δΠe is the change
in elastic energy, and δΠd is the energy loss by viscous dissipations.
Physically, δΠw − δΠe represents the system’s dissipative energy,
either by bond dynamics or crack propagation. For fluid-like
materials, δΠd becomes the dominant term for dissipation and
therefore fracture is unfavorable. Contrarily, for elastic network,
δΠd = 0 and fracture becomes the only dissipative mechanism. In
our previous work, Eq. 2 was numerically evaluated by comput-
ing δΠw, δΠe, and δΠd from the finite element solution of the
stress field (32). In this work, to analytically investigate the prob-
lem, we assume that the effect of crack tip singularity and the
associated network damage is restricted within a damage zone at
the tip that is much smaller than the specimen size and crack size
(Fig. 3 A–C). This assumption is supported by our previous study
on tearing, where the result indicated that the damage zone is at
submillimeter size across a wide range of crack speed ( _c changes
from 0.01 to 10 mm/s) (28). Under this assumption, we could
then apply a binary simplification to the stress field (i.e., the
specimen is split into a uniformly loaded and a fully unloaded
region) as shown in Fig. 3A. Under such simplifications, a first
order approximation of the crack tip–driving force Gtip can be

Fig. 3. (A) A schematic of fracture of the specimen. (B and C) Schematics of network configuration at the damage zone and in the bulk, respectively. (D)
Under constant true Weissenberg number loading, the mean chain stretch λe increases monotonically with W. (Insets) The graphical visualization of chain
stretch along vertical direction.
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obtained as the following (derivation provided in SI Appendix,
Supplemental Information S3):

Gtip = λ

λe
H0ψ(W0, λ). [3]

This expression takes a similar form as that its counterpart for
elastic materials (8) with two major differences. First, due to
bond dynamics, the strain energy ψ is rate and history dependent,
as shown by Eq. 1. Second, there is a factor λ=λe due to the
mismatch between chain stretch and the applied deformation.
For elastic networks, λe = λ and Eq. 2 degenerates to its form
for elastic solids (38). To further simplify our analysis, we assume
a constant bond dynamic kd = k0d in the specimen due to the
relatively small chain stretch under small strain rate, except for
the damage zone. Using Eqs. 1 and 3, Fig. 4A plots the change of
Gtip over the loading history for the three strain rates used in
experiment. By comparing its value with the intrinsic fracture
toughness G0 (obtained as 70 J=mm2 by fitting with experiment
on crack initiation), we split Fig. 4A into two regimes, the flow
regime (Gtip <G0) shown in gray background and crack propa-
gation regime (Gtip >G0) with white background. For a slow
loading rate (W0 = 0.095), the Gtip − λ curve remains in the flow
regime, and no fracture occurs. At faster loading, we see a non-
monotonic behavior where the specimen first enters the crack
propagation regime but eventually drops toward the flow regime
as it becomes increasingly fluid-like. This yields the peculiar crack
arrest behavior, where the crack only propagates within a range of
deformation. According to Eq. 3, this “propagation window” solely
depends on the experimental control of the specimen height
H0(set as 10mm in experiment) and the nominal Weissenberg
numberW0. Therefore, one way to regulate the fracture of the spec-
imen is to control the propagation window via these two parameters.

Load-Dependent Crack Velocity.We note that the above analysis on
crack arrest was carried out by assuming an infinitely large spec-
imen (i.e., the crack never propagates through the sample). Since
the experiments were conducted on a finite-size specimen, the
crack may travel through the specimen before it is arrested. To
capture the effect of the specimen’s finite size, we thus introduce
another nondimensional parameter, the extension parameter
Z = _c=Lk0d, where _c=k0d is a characteristic crack length derived
from the Trumpet model by De Gennes (11, 16). This length
describes the size of a region around the crack tip within which
the network behaves like an elastic solid due to the amplified

strain rate. A large Z (Z ≫ 1) indicates a rapid crack propagation
such that network reconfiguration becomes negligible. In this
scenario, phenomena observed in elastic fracture can be seen in
transient networks, including a parabolic crack profile and steady
crack velocity, as shown in the fracture experiment of complex
fluid filaments (21, 22, 39) during extension. Contrarily, a small Z
(Z ≪ 1) indicates that network reconfiguration occurs at the
same time scale as crack propagation, which leads to more
complicated trumpet-shaped crack profile and nonsteady crack
propagation. In our experiment, the maximum value of Z is cal-
culated from experiment as Z = 0.12, implying that the elastic
fracture theory cannot be used to describe crack propagation. To
address this, we need to look closely at the crack tip region and
understand the local processes. A physical picture of this process
can be shown by Fig. 3B and explained as follows. When energy is
infused to the crack tip, it leads to an amplification of chain stretch
in the tip neighborhood and an increase in rate of bond dynamics.
This facilitates the formation of elastic ineffective chains (such as
loops shown in Fig. 3B), as chain reassociation occurs more likely
at the stress-free configuration than at a stretched state. This further
facilitates the formation of cavities or microcracks within the fracture
process zone during propagation. Based on this physical picture, our
previous work (28) showed that the crack velocity ( _c)—crack tip–
driving force (Gtip) obeyed the following relationship:

_c =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
_c0 exp

⎛⎜⎜⎜⎜⎝ ̅̅̅̅̅̅̅̅
Gtip

β

√ ⎞⎟⎟⎟⎟⎠ Gtip ≥ G0

0 Gtip <G0

, [4]

where _c0 = αl0k0d is a characteristic chain velocity that depends
on chain length l0, bond dynamics k0d, and its sensitivity α. The
parameter β is a characteristic crack-driving force that increases
with the size of damage zone. In this work, β is set as the fitting
parameter since the damage zone size cannot be accurately mea-
sured. Physically, Eq. 4 suggests that as energy is fed to the crack
tip, bonds cannot sustain the stretch and dissociate more frequently,
leading to a more rapid network damage and crack propagation.
This understanding also shines light on the physical meaning ofG0.
When less energy flows to the crack tip (Gtip <G0), chain deforma-
tion is relatively slow, and bond dynamics become the dominant
process. In this scenario, the network around the crack tip is more
likely to reconfigure and relax its stress rather than damage contin-
uously, in which case the crack does not propagate. Under this
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physical picture, the fracture energy G0 of a dynamic network is
interpreted as an energetic threshold above which network damage
dominates network reconfiguration. This interpretation is different
from the case of permanent networks, where G0 is usually associ-
ated to the chains’ stretch limit (40). In this work, we were able to
predict crack propagation by setting G0 = 70 J=mm2 for all cases.
The specimen size independence of G0 confirms that the damage
zone size is small compared to the specimen. From Eq. 4, we can
gain some insight on the effect of the damage zone size where for a
larger damage zone (i.e., larger β), more energy is needed to main-
tain the crack velocity. As discussed in the literature (41–43), the
size of damage zone (i.e., the magnitude of β) can be tuned by
modifying the microscopic properties of the network, such as
varying the bond connectivity, having a higher polydispersity, or in-
creasing the bond sensitivity. To control crack velocity, one may also
tune the characteristic parameter _c0, which changes linearly with
bond sensitivity, chain length, and natural bond dissociation rate.
To sum up, over the deformation history, one can track the mechan-
ical state of the specimen via Eq. 1. Using this information, one can
determine the evolution of the crack based on Eqs. 3 and 4.

Nonsteady State Fracture of Vitrimer. To check whether this model
is consistent with experimental observations, we used Eqs. 1, 3,
and 4 to predict the stability and the velocity of a crack subjected
to our experimental conditions. By matching predictions with ex-
periment measurements on crack extension history (Fig. 4 A and
B), we found that our model accurately captured the nonsteady
extension of the crack by using the fitting parameter β = 4.8 J=m2.
We however noticed that the model tended to underpredict the
crack velocity c when as it approaches the right boundary of the
specimen (this was especially apparent for the case W0 = 0.38).
We used finite element simulations (SI Appendix, Fig. S5) and
found the discrepancy to be caused by boundary effect when the
crack interacted with the free edge, producing complicated stress
patterns that are not captured by the analytical model. To inform
the experimental design, we then theoretically explore the crack
arrest length carrest under different conditions. Since modifying the
molecular properties is out of the scope of this work, we keep the
extension parameter Z constant and tune the crack tip–driving
force by varying the loading rate (the normalized Weissenberg
numberW0 = _λ=k0d) and the specimen’s normalized heightH0k0d= _c0.
By performing large numbers (∼2,000 simulations) of virtual experi-
ments using Eqs. 1, 3 and 4, we summarize our result in a contour
map of carrest (units in mm) shown in Fig. 4C. We see that increasing
both the specimen height and loading rate favors crack propagation,
as shown by the increase of carrest. To verify this prediction, we
performed additional fracture tests and overlayed contour plots
with scatter points representing the experimental results with
squares (flow), crosses (crack arrest), and circles (rupture). We
note that rupture occurs when the crack arrest length is greater
than the specimen width. When the cracks were arrested, we
experimentally measured their final length as represented by the
numbers on top of the crosses in Fig. 4C. We see that the model
accurately captures each regime as well as provides reasonable
predictions on the crack arrest length. Furthermore, while the
results of Fig. 4C are generated under relatively simple loading
conditions (constant W0), one may ask if this quantitative under-
standing can be used to mitigate or even control fracture using
more complicated loading processes. For instance, can we tune
the loading history such that the material preserves its mechanical
integrity during most of its life? To illustrate this, we designed a
pure-shear experiment with the loading alternating between fast
(W0 = 0.5) and slow stretch rates (W0 = 0.05) (Fig. 5A). Our
model shows that this oscillatory loading leads to sharp spike and
decrease of Gtip over time (Fig. 5B), leading to multiple crack
propagation events. Although a crack initiates and propagates
rapidly during the fast-loading stage, it decelerates immediately

once the loading rate changes and is eventually arrested. Over
the course of two cycles, our model shows that the specimen main-
tains its integrity, although the majority of its deformation is applied
during the fast-loading stage. We then performed experiment under
the same condition and found that the measurement on crack ex-
tension c agrees very well with the semianalytical model (Fig. 5C). In
addition to crack extension, the change of crack profile also distin-
guishes the flow and elastic solid response of the specimen. At fast
loading, the crack tip advances in a relatively sharp parabolic shape
(Fig. 5 C, i and ii), after which it becomes a curved edge after arrest
(Fig. 5 C, iii). Notably, during the second loading stage, fracture
occurs by the nucleation of a new crack at the curved edge (Fig. 5 C,
iv) instead of propagating the arrested one. This phenomenon illus-
trates well the transient nature of cracks in transient network. When
a crack is arrested, its life comes to an end as the singular stress fields
around its tip gradually relax in time. While the detailed profile and
its evolution over time cannot be captured by the analytical model,
finite element simulation under the same conditions clearly show the
“death” of a crack as the energy level decreases, as well as the “birth”
of the secondary crack during the second fast loading (Fig. 5E).
Notably, Fig. 5C shows that finite element (dashed line) agrees
very well with both the semianalytical model and experiment on
the crack propagation. This again verifies the applicability of the
semianalytical model even for complicated loading history. From
a practical viewpoint, this example illustrates a strategy on fracture
control of materials made of transient networks. For instance, in
3D printing applications, this example provides ideas toward a
technique to “program” the fracture of ink during extrusion to achieve
very thin filaments. A relevant idea on varying printing resolution by
rate control was proposed by Yuk and Zhao (44). We foresee the
capacity of “fracture on demand” will further enrich the design
space. In addition, the combined crack propagation and flow may
be related to observations in other experimental studies. For in-
stance, in the probe tack experiments of soft adhesives, a micro-
defect on the interface may first grows horizontally (fracture) into
a microscopic crack, after which it grows vertically (blunting) and
leads to cavitation. This crack arrest phenomenon was discussed as
an early stage of cavitation failure in adhesives (45, 46).

Concluding Remarks
We have identified a peculiar form of fracture that occurs in poly-
mer networks formed by transient crosslinks in which a propagating
crack evolves in a highly nonsteady manner. As a result, the speci-
men can continue to deform without catastrophic rupture at low
loading rate. We found that this phenomenon originates from the
nonequilibrium nature of the network that constantly reconfigures and
dissipates energy. To understand the physical laws behind this process,
we combined the rate-dependent crack tip–driving force Gtip and the
local network damage near the crack tip and found that, for a given
geometry, this problemwas governed by two nondimensional numbers:
the nominal Weissenberg number W0 that controls the onset of crack
propagation and arrest and the propagation parameter Z = _c=Lk0d,
which provides information about how far a crack can extend during
propagation. Between these two parameters, the former can be
controlled by varying experimental condition (loading rate and
specimen height), while the latter can be tuned by the molecular
structure of the polymer. We further showed how one may control
the life of cracks by simply varying the loading condition.
In summary, this work enriches the field of quasi-brittle fracture

by introducing a way of analyzing the fracture in nonequilibrium
systems. Based on our previous computational framework (32),
this paper introduces a semianalytical scheme that tracks the status
and dynamics of a crack over the loading history. This semianalytical
scheme explicitly describes how the interplay between network
deformation and reconfiguration modulates the crack dynamics
over the deformation history. By combining with experimental work,
we validated the sensitivity of bond dynamics to deformation and
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showed that the model predicts nonequilibrium fracture with good
accuracy, even under a complicated loading history. This opens the
door to the prediction and control of nonsteady fracture of transient
networks that are crucial in engineering applications and scientific
research. For instance, some of the example problems explored in
this paper can be related to the combined fracture and cavitation of
adhesives (45, 47), the blunting–advancing of cracks in physical
crosslinked polymers (48) and the fracture–flow transition of tran-
sient fluids made of associated polymers (22). Application wise, this
model can be used to provide control guidance on the material ex-
trusion in additive manufacturing (44), polymer coating (49), and
rheological regulating (50). One important future effort is to extend
the current model to cohesive fracture (i.e., when a crack propagates
in the bulk) to adhesive fracture on material interface. This may not
only open the door to a variety of adhesive application problems but
also provide physical insights to understand the velocity-dependent
crack-driving force measured in these applications (11, 51, 52).
Furthermore, as a first attempt, this model employs coarse-grained
approximations on both the macroscopic stress field and the crack
tip damage profile. Therefore, the applicability of this model re-
mains in small to moderate deformation with a small damage zone
compared to specimen size. For ductile fracture (i.e., damage zone is
comparable to specimen size), more complicated damage mecha-
nisms become nonnegligible (including cavitation and fibrillation),
and discrete modeling approaches will be an important asset to un-
derstand these highly dynamic and stochastic processes.

Materials and Methods
Materials. EPS25 (epoxy equivalent = 777 g/equiv) was kindly provided by Akzo
Nobel Chemicals; pentaerythritol tetrakis(3-mercaptopropionate) (PETMP,

Sigma Aldrich), and 4-(dimethylamino)pyridine (DMAP, Sigma Aldrich)
were used as received.

EPS25 Vitrimer Synthesis. The synthesis of vitrimer followed methodology of
our previous works (27). We added 5 mmol PETMP into 10 mmol EPS25 and
stirred the mixture until homogeneous. Then, we added 1 wt% of DMAP as
catalyst into the mixture. We stirred the mixture for 10 min and degassed
under vacuum. After that, we poured the mixture into a glass mold and
heated at 60 °C for 2 h. Finally, we obtained the vitrimer.

Fracture Test of Vitrimers.We first cut the samples to a rectangular shapewith
the dimensions 50 × 5 × 2 mm, 50 × 10 × 2 mm, or 50 × 15 × 2 mm. We
introduced a precrack into the samples with the length of 15 mm by using a
sharp blazer. We glued the samples onto two rigid acrylate plates which
were then clamped by the tensile grips of the tensile machine (Instron 5965
with a 10-N load cell). We set the nominal strain rate to be constant. The
stress–stretch curve of samples were recorded. We also recorded the videos
of fracture process by using a digital camera (Cannon EOS 80D).

Finite Element Simulation of Fracture Experiment. The finite element simulation
of fracture used a customized program written in Matlab developed in our
previous studies (32, 53). This program uses the coupled Eulerian–Lagrange
description of kinematics and the TNT for material constitutive model. All
simulations were performed via an explicit time incremental scheme. For
details on the problem setup, readers are referred to ref. 32.

Data Availability. All study data are included in the article and/or supporting
information.
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