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Purpose—Accurate and efficient spine registration is crucial to success of spine image-guidance. 

However, changes in spine pose cause intervertebral motion that can lead to significant registration 

errors. In this study, we develop a geometrical rectification technique via non-linear principal 

component analysis (NLPCA) to achieve level-wise vertebral registration that is robust to large 

changes in spine pose.

Methods—We used explanted porcine spines and live pigs to develop and test our technique. 

Each sample was scanned with pre-operative CT (pCT) in an initial pose, and re-scanned with 

intraoperative stereovision (iSV) in a different surgical posture. Patient registration rectified 

arbitrary spinal postures in pCT and iSV into a common, neutral pose through a parameterized 

moving-frame approach. Topologically encoded depth projection 2D images were then generated 

to establish invertible point-to-pixel correspondences. Level-wise point correspondences between 

pCT and iSV vertebral surfaces were generated via 2D image registration. Finally, closed-form 

vertebral level-wise rigid registration was obtained by directly mapping 3D surface point pairs. 

Implanted mini screws were used as fiducial markers to measure registration accuracy.

Results—In 7 explanted porcine spines and 2 live animal surgeries (maximum in-spine pose 

change of 87.5 mm and 32.7 degrees averaged from all spines), average target registration errors 

(TRE) of 1.70±0.15 mm and 1.85±0.16 mm were achieved, respectively. The automated spine 

rectification took 3–5 mins, followed by an additional 30 secs for depth image projection and 

level-wise registration.

Conclusion—Accuracy and efficiency of the proposed level-wise spine registration supports 

its application in human open spine surgeries. The registration framework, itself, may also be 

applicable to other intraoperative imaging modalities such as ultrasound and MRI, which may 

expand utility of the approach in spine registration in general.

Keywords

Spine imaging; image registration; patient registration; stereovision; deep learning networks; 
NLPCA

1 Introduction

Open spine surgery is performed routinely in patients who require open lumbar 

decompression, or have symptomatic degenerative lumbar spondylolisthesis, and who have 

failed conservative treatment and require open posterior lumbar decompression and fusion 

surgery. According to a recent survey, the total number of spinal fusion procedures carried 

out worldwide has increased over the past several decades: now more than 400,000 spine 

fusion cases are performed in the United States [1], alone. Open posterior lumbar interbody 

fusion is one of the most established procedures and is performed commonly by the majority 

of spine surgeons [2]. Image-based navigation using pre-operative images is gaining 

acceptance in spine surgery, especially in fusion procedures [3] because conventional free­

hand operations can lead to misplacement of pedicle screws. Compared to conventional 

approaches, image-guidance improves surgical accuracy in a number of situations [4].

Nevertheless, intraoperative imaging for spine procedures is typically costly and involves 

radiation. Intraoperative X-ray radiography/fluoroscopy is common when assessing 
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placement of surgical devices [5]. Intra-operative CT (iCT) combined with pre-operative 

MRI is also possible [6]. Alternatively, radiation-free, low-cost imaging modalities such 

as ultrasound (US [7,8]) and stereovision (iSV [9]) have shown promise for spine image­

guidance. Typically, they are co-registered with pre-operative CT (pCT) to establish patient 

registration.

Intervertebral mobility degrades spine registration accuracy, especially when a large spine 

posture change occurs such as between pCT acquisition and surgical intervention (supine vs. 

prone). Intervertebral motion is also common during surgery due to organ movement [10], 

where spine pose changes up to 20 mm have been reported that could lead to a registration 

success rate lower than 60% [11]. An abnormal spinal curvature due to large intervertebral 

motion also requires correction of spinal deformity [12]. Existing spine registration methods 

are able to accommodate smaller pose changes and often require an initial registration before 

accounting for full spinal deformation [13].

More recently, deep learning approaches have also been proposed. They include 

convolutional neural network (CNN) based on 2D/3D X-ray and CT to estimate vertebral 

rigid-body transformation [14], and 3D-2D spine vertebral matching using Faster-RCNN to 

identify correspondences between 3D CT and 2D X-ray [15]. However, they are currently 

limited to rigid registration for the whole spine and do not yet account for intervertebral 

motion.

In this study, we develop an automatic spine registration framework based on porcine lumbar 

spines that is robust to large changes in spinal pose. We aimed at producing level- or 

piece-wise registrations for each vertebra. Contributions of the work include:

• A 2D correspondence alignment framework based on topological depth 

projection images to accommodate large spine pose changes;

• A mix-up technique [16] applied to an auto-encoder-based spine shape analysis 

network [17], which can improve the robustness of unsupervised learning of 

arbitrary spine shapes;

• A template-based 2D spine segmentation to allow level-wise spine registration.

2. Prior work on spine registration

Point-based Methods.

Existing fiducial-based registration methods require anatomical landmarks or implanted 

fiducials for spine registration [18]. They achieve sufficient accuracy for short spine 

segments but suffer from line-of-sight limitations [19].

Image-based Methods.

Most spine registration methods rely on images. Rigid registration remains popular when 

using intraoperative radiographic/fluoroscopic X-ray. For example, a 2D/3D registration 

framework estimating patient position has been applied to image-guided radiation therapy 

[20], and is widely adopted for geometric calibration of robotic C-arms [21]. Multi-stage, 
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locally rigid deformation methods have also emerged to allow 2D/3D registration while 

accommodating changes in spinal curvature. Nevertheless, manual effort is still required to 

mark vertebral centers [14].

Free-form deformable techniques such as Demons [22] and Coherent Point Drift (CPD) 

[23] often achieve improved accuracy over rigid registrations. However, they can cause 

geometrical distortion if no structural constraints are applied to maintain local vertebral 

rigidity [6]. A biomechanically constrained, groupwise registration is developed to register 

US and CT of the lumbar spine [7]. Multimodal joint registration technique using common 

shape coefficients and modality specific pose coefficients is developed for spine anesthesia 

guidance [24]. Other spine motion estimation techniques include piecewise registration 

[25], statistical shape models [26], and multi-vertebrae deformation models [27]. These 

approaches perform registration locally to preserve vertebral structures, using either explicit 

vertebral segmentation or implicit rigidity constraints.

3. Methodology

3.1 Overall Strategy

Instead of directly registering spines of arbitrary postures in 3D and relying on a 

deformation model or an explicit constraint to minimize vertebral distortion [28], we 

transform spines of arbitrary postures into a common, neutral pose. We refer to this process 

as spine “shape rectification”. Then, 2D projection images are generated from the rectified 

spines to encode vertebral topological heights as image intensity values. By tracking how 

the spine geometry is transformed using point-to-point and point-to-pixel correspondences, 

vertebral level-wise registration is obtained via a closed form solution between vertebral 3D 

point pairs.

Fig. 1 illustrates our overall registration framework, which involves four main steps: (i) 

image acquisition and preprocessing; (ii) geometrical shape rectification; (iii) generation of 

depth projection images; and (iv) correspondence-based 3D registration.

3.2 Image acquisition and preprocessing

Spine 3D surface points served as input to our registration pipeline. For CT, Otsu-based 

global thresholding was used to create a binary mask which was effective because all spines 

were acquired by the same scanner with the same clinical imaging protocol (thus, image 

data intensities have minimum local or inter-subject variation). An isosurface was generated, 

from which mesh nodes served as a point cloud. For iSV, the exposed spine 3D surface was 

reconstructed [9,29].

3.3 Geometrical shape rectification

The spine longitudinal axis is a prominent feature to define its global orientation. Due to 

vertebral symmetry, the lateral axis of the transverse process (TP) and the ventral-dorsal 

axis of the spinous process (SP) determine a local orientation. A typical 3D point cloud of 

the exposed spine surface, x (either from CT or iSV), represents a non-linear distribution 

along a manifold Gaussian warped along the spine longitudinal axis. Identifying global 
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and local orientations is analogous to finding the principal surfaces of the point cloud 

distribution, which can be achieved through a nonlinear principal component analysis 

(NLPCA). Technical details of NLPCA can be found in [17].

3.3.1 Unsupervised Spine NLPCA

Spine shape analysis network.: Autoencoders were used to reduce data dimension or 

feature space. A stacked autoencoder (SAE) learned a compressed representation of the 3D 

point cloud from which three anatomical axes were identified. In our work, it encodes a 3D 

point cloud to a few lower dimensional representations (encoder), and reconstructs back to 

a 3D point cloud as output (decoder). Effectively, the SAE reduces a 3D point-cloud into 

either 1D or 2D representations to learn the corresponding curvature and surface contour, 

respectively. Here, the curve corresponded to the longitudinal axis of the spine, while the 

two surfaces corresponded to those formed by the lateral and longitudinal axes and the 

ventral-dorsal and longitudinal axes, respectively.

The SAE is a fully connected, five-layer network (with layer sizes of 3, 8, 3, 8, and 3 units, 

respectively; Fig. 2a). Each unit represents one dimension of the data, which corresponds to 

either the x, y or z coordinates in the input layer. Layer-wise mapping, fi, is defined as:

fi(x) = σi(W ix + bi), (1)

where Wi and bi are the network variable matrix and vector to be learned, respectively, and 

σi(x) = tanh (x) for i=2, 3 (internal hidden layers) and σi(x) = x for i=1, 4 (input and output 

layers). The network loss function is:

E1, 2, 3 = ‖x − f4(f3(f2(f1(x))))‖2 . (2)

Spine longitudinal axis.: First, to identify the major principal component along the 

spine longitudinal axis, the second and third units (corresponding to the second and third 

principal components, or the lateral and ventral-dorsal directions, respectively) of the middle 

subnetwork or “bottleneck” layer (Fig. 2a) are forced to drop out by the following equation 

to achieve dimension reduction:

E1 = ‖x − f4(f3
1(f2

1(f1(x))))‖2, (3)

where f2
1, f3

1 are obtained by dropping the second and third units of the mapping, f2 and f3, 

respectively (i.e., removing the corresponding second and third row in W1 and W2 in (1)). 

This process retrains information only along the major principal component.

Spine lateral and ventral-dorsal directions.: To learn the second principal component 

along the spine lateral direction, both the 1st and 2nd units are retained (i.e., dropping the 

3rd unit). This step allows information to be retained along both the longitudinal and lateral 

directions, and forms a curved surface. Dropping the 3rd unit leads to:
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E1, 2 = ‖x − f4(f3
1, 2(f2

1, 2(f1(x))))‖2, (4)

where f2
1, 2 and f3

1, 2 are obtained by dropping the third unit of the mappings, f2, and 

f3, respectively. Finally, for the third principal component along the spine ventral-dorsal 

direction, either the 1st and 3rd or 2nd and 3rd units are retained to form a curved surface and 

identify the third principal component. We choose to retain the 2nd and 3rd unit, or to drop 

the 1st unit, which leads to:

E2, 3 = ‖x − f4(f3
2, 3(f2

2, 3(f1(x))))‖2, (5)

where f2
2, 3 and f3

2, 3 are obtained by dropping the 1st unit of the mappings, f2, and f3, 

respectively. The combined minimization error norm is finally obtained:

E = E1 + α1E1, 2 + α2E2, 3 + α3E1, 2, 3 (6)

where α1, α2, and α3 could be used to further adjust the relative weights (which were 

empirically set to 1.0 in this study). Effectively, this norm places the highest weights along 

the longitudinal axis (three terms, with E1 entirely for this component), and the lowest 

weights along the ventral-dorsal direction (two terms) [17]. Minimizing the combined error 

norm leads to a multi-task optimization to satisfy all of the specified constraints, obtaining 

three principal surfaces (Fig. 2a)

Data augmentation.: The NLPCA framework was found to be effective for pCT spines. 

However, performance could be unstable for iSV because of unbalanced sampling due to 

reconstruction artefacts (e.g., holes or spikes around reconstructed surface boundaries), and 

a smaller field-of-view resulting from limited spine exposure. This issue was mitigated by 

using a “mix-up” technique [16] to balance the point cloud distribution (Fig. 3). For a 

random point pair, (x1, x2), a randomly weighted average point, x, was introduced into the 

training dataset:

x = μx1 + (1 − μ)x2, (7)

where μ ∈ (0,1) is independently drawn from a Beta(0.5, 0.5) distribution to ensure that x
is close to the original x1, x2. We further empirically constrained ∥x1 − x2∥ < 5 mm. This 

ensured a local data mix-up to preserve a non-convex shape of the spine. The two Beta shape 

parameters were identical (of 0.5) to suppress overfitting [16].

Principal surfaces.: After training, a regular planar grid-like point set along each of the 

three major axes was used as input to the 4 bottleneck layer subnetworks, each of which has 

3 units for input (corresponding to the point coordinates). Following the decoder, the three 

curved principal surfaces, Surf1, Surf2 and Surf3, were obtained (Fig. 2a).

3.3.2 Spine Coordinate System using Moving Frames—The spine is a piece-wise 

rigid linkage of multiple vertebrae. Its longitudinal axis (i.e., intersection of Surf1 and 

Surf2) can be approximated by a series of moving frames [30]. Empirically, 30 frames were 
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found to be sufficient, with their origins uniformly distributed along the axis (Fig. 2b). 

Modeling spine intervertebral motion was achieved by transforming the series of associated 

moving frames instead of operating directly on the 3D point cloud. Essentially, this approach 

parameterized the motion of the spine 3D point cloud.

Local coordinate.: Formally, a Frenet-Serret Frame (FS-frame [30]) was defined with its 

origin at a sampling point, x0 ∈ R3, and its local coordinate axes along tangent (t(x0)), 

normal (n(x0)), and bi-normal (b(x0)) vectors. Effectively, these local coordinate axes are 

intersections of surface pairs among Surf1, Surf2, and Surf3, respectively (Fig. 2b). For 

an arbitrary spine point x, its local coordinate, y, in its nearest frame on x0 can then be 

determined by the following equation:

y = [t(x0), n(x0), b(x0)]T(x − x0) . (8)

Modeling spine posture via local frame transform.: With these local coordinates, each 

point within the spine point cloud was assigned to its nearest FS-frame (as measured 

by the distance to the FS-frame origins). This step allowed the spine point cloud to 

be divided into subsets parametrically controlled by their corresponding FS-frames. An 

arbitrary whole-spine geometrical posture, or equivalently, the intervertebral motion, can 

then be approximated by a series of rigid transforms to the local FS-frames. For an arbitrary 

point on the spine, x, its new coordinate, x′ after a transformation, G, applied to its local 

FS-frame (with origin x0), is given by

x′ = G(x) = G[t(x0), n(x0)), b(x0))]−Ty + Gx0 . (9)

Given that the local coordinatey depends only on the origin, x0, and t, n, and b from the 

principal surfaces (Eqn. 8) and invariant to transform G, spine vertebral motion or posture 

can then be represented by the series of local frame transformations.

3.3.3 Spine Shape Rectification—Spine shape rectification was achieved by 

transforming all FS-frames to match a common global coordinate system, which was chosen 

as the first frame in the series (i.e., X, Y, Z in Fig. 2c; most caudal). After the transformation, 

each spine point migrated to a new position under its frame (Eqn. 9). This process led to a 

“flattened” neutral spine posture. The same rectification was applied to both pCT and iSV. 

For iSV, multiple reconstructed surfaces (typically three iSV scans for one vertebra) were 

first combined to capture the entire exposed spine surface along its longitudinal axis.

Spine shape space.: A spine of arbitrary posture can be numerically represented by a set of 

frame deformations, {G} (Eqn. 9), relative to its rectified posture. Thus, {G} becomes the 

“coordinate” of the specific spine posture in a shape space. Effectively, this technique using 

the rectified shape as a common, global shape coordinate extends an earlier spine shape 

representation [31], where the deformation was encoded by intervertebral transformation 

matrices.
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3.4 Depth projection image processing

After transforming pCT and iSV data into a common, neutral posture, their 3D topological 

surfaces were projected into 2D images to further simplify spine registration [28] (Fig. 1). 

Given that the spine dorsal side was exposed to generate iSV data, the same dorsal-side 

depth projection was generated from both pCT and iSV. To sample the spine surface and its 

topological depth values, the XZ plane (i.e., the rectified Surf1 in Fig. 4a) was discretized 

into a uniform grid (with an isotropic “pixel” resolution of 0.5 mm) to create an image 

representation of the topological depth information. The gray-scale value of each pixel was 

then determined as the maximum Y value of enclosed sampling point projections from 

the dorsal to ventral direction (Fig. 4b left). Projection image undersampling, including 

holes and unfilled pixels, was corrected by morphological dilation (Fig. 4c). This procedure 

was performed on both pCT and iSV, which led to their corresponding point-to-pixel, and 

inversely, pixel-to-point, correspondences.

The 2D depth projection images were generated from rectified pCT and iSV spines, 

therefore, they can be registered rigidly (Fig. 5). Dense SIFT feature maps [32] were used 

(default settings, with bin size of 8) from which their cross correlations (xcorr.m in Matlab) 

were calculated by implicitly translating the iSV projection image rigidly along the two 

image dimensions by a step size of 1 pixel. Each peak in correlation response corresponded 

to a local registration. The highest peak was found to register pCT and iSV with the correct 

vertebral level-wise pairing.

The resulting registration established the pixel-to-pixel correspondences between pCT and 

iSV projection images. In combination with the invertible point-to-pixel correspondences 

between their respective spinal 3D surface points (Fig. 1), point-to-point correspondences 

between spine surface points in pCT and iSV were obtained. A 3D point-based registration 

was then readily available in their neutral postures (Fig. 5, right), which served as the basis 

for subsequent vertebral level-wise 3D registration in the original postures.

3.5 Correspondence-based vertebral level registration

3.5.1 Template-based Vertebral Segmentation—Vertebral segmentation was 

necessary for level-wise registration. An adaptive template-based scheme [33] was adopted 

to segment vertebrae from the 2D depth projection images. A 3D volumetric vertebral 

segmentation was not necessary since subsequent spine registrations were based on surface 

data from pCT and iSV.

Specifically, a universal template vertebra (L3) was manually segmented from the pCT 

projection image in a randomly chosen and rectified spine sample. The template was then 

moved along the longitudinal axis by a typical intervertebral distance to localize the next 

adjacent vertebral segment via a nonlinear dense SIFT registration. The newly identified 

vertebra served as an updated template to localize its next adjacent segment. This strategy 

minimized morphological differences between the two registered neighboring segments. The 

process was repeated until all lumbar vertebrae (L1–LA, as only available from iSV) were 

identified.
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To segment vertebrae in another spine sample, it was registered rigidly with the initial 

sample so that the two L3 segments were aligned. The newly identified L3 served 

as the template to segment other vertebral segments following the same adaptive 

procedure. Finally, the 2D segmentations were mapped to 3D following the pixel-to-point 

correspondences obtained from the depth projection (Section 3.4).

3.5.2 Closed-Form Vertebral Rigid Registration—The correspondence point pairs 

between pCT and iSV (Fig.5 right), p and q, allowed a closed-form rigid registration for an 

arbitrary vertebral level by minimizing the least squares error [34]:

F = ∑i = 0
N ‖pi − Rqi − t‖2 , (10)

where pi is the i-th spine point in iSV and qi is the corresponding i-th point in pCT, N is 

the number of point pairs. Matrix R and vector t are the desired 3D rotational matrix and 

translation vector, respectively, and they are given by closed-form solutions:

M = ∑i = 1
N piqiT , (11)

R = M ξ1ξ1
T

λ1
+ ξ2ξ2

T

λ2
+ ξ3ξ3

T

λ3
, (12)

t = 1
N ∑i = 1

N pi − M 1
N ∑i = 1

N qi . (13)

where {λi} and {ξi} are the eigenvalues and eigenvectors of matrix, MTM.

4 Experiments

4.1 Imaging and Tracking Systems

Pre- and intra-operative CT scans were acquired with typical clinical imaging protocol using 

a Siemens SOMATOM Definition AS scanner, with a typical scanning resolution of 0.27 

mm×0.27 mm×0.6 mm. For iSV, a handheld device was developed [29] for intraoperative 

acquisition. It consisted of two high-resolution (1920×1080) cameras that yielded millimeter 

reconstruction accuracy (1.2±0.6 mm) based on 324 iSV image pairs and 2553 measurement 

points from six cadaver porcine spine samples. Each reconstruction took <1 s using a 

GPU-based optical flow technique to identify stereo correspondences between image pairs, 

which were used to generate a dense disparity map for iSV surface reconstruction. The HHS 

device is significantly more portable than an operating microscope used previously [9]. The 

Medtronic StealthStation S7 was used for tracking and navigation [9]. A patient tracker 

rigidly attached to the sacrum provided a common reference for the tracked iSV.

4.2 Surgical Procedures

Seven explanted porcine spines and two live pigs (weight range of 35–70 kg) were used 

to simulate open spinal surgery in humans. For explanted spines, vertebral ligaments 
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were removed similarly to human surgery to expose at least 5 vertebral levels. For each 

exposed vertebra, 2–5 Leibinger titanium mini-screws (1.5 mm diameter, 3 mm depth) were 

implanted in spinous and transverse processes, as well as in lamina areas [33]. Then, pCT 

was acquired after screw implantation. Next, postures of explanted samples were altered 

manually to induce intervertebral motion prior to iSV acquisitions. Finally, intraoperative 

CT (iCT) was obtained in the surgical position [33], which served as ground-truth to assess 

registration accuracy and iSV reconstruction accuracy based on root mean squared (RMS) 

distances between homologous screw locations.

For live swine experiments, subjects were anesthetized and remained immobile throughout 

the procedure. They were positioned prone to expose the vertebral bony surfaces, surgically. 

Similar to the explanted spine procedure, mini-screws were implanted in the exposed 

spinous and lamina areas. The subjects were closed surgically, and were re-positioned in 

a supine posture for pCT acquisition. They were re-positioned in a prone posture and the 

surgical area was re-opened to expose vertebrae for iSV acquisition. Finally, iCT was also 

captured to allow ground-truth assessment of registration accuracy.

4.3 Registration Results

For all registrations, TREs based on embedded screws were reported. The corresponding 

level-wise registration transformation was uploaded to the Stealth Station to generate an 

updated CT (uCT) volume. Since uCT instead of the ground-truth iCT was used for 

subsequent navigation, we also computed uCT-iCT registration TREs using the same 

embedded screws for verification. Porcine template was using the method described in Sec. 

3.

Table 1 summarizes TREs from level-wise iSV-pCT registrations grouped by each spine 

sample. We presented the max in-spine displacement to indicate the registration difficulty 

for each case. The displacement is obtained by manually aligning the sacrum between pCT 

and iCT then measuring the maximum distance and relative rotation of between the rests 

of the vertebrae. For live swine tests, these displacements are morphologically realistic 

displacements while for explanted cases.

All TREs were < 2 mm, with an average of 1.70±0.15 mm and 1.85±0.19 mm for 

explanted spines and live animals, respectively. The accuracy was similar to that in uCT-iCT 

registration, suggesting the same level of registration accuracy in actual surgical navigation 

using uCT. The iSV reconstruction accuracies for the explanted and live animals were 

1.07±0.21 mm and 1.61±0.06 mm, respectively. They were consistently smaller than the two 

baseline techniques using anatomical landmarks or ICP, either per spine sample (Table 1) or 

grouped by vertebra across samples (Fig. 6).

Grouping results from all spines (N=9), TREs and iSV reconstruction accuracies were 

correlated statistically (correlation coefficient = 0.30, p<0.05). The relatively low correlation 

coefficient suggested that other sources of error may exist. For each spine, the maximum 

posture change (relative to sacrum) in terms of translational displacement and rotational 

angle were also determined and found to have an average value of 87.5 mm and 16.6 deg, 

respectively.
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Fig. 7 compares iSV-uCT and iSV-iCT alignments for four representative vertebral level­

wise registrations. The accurate alignment of mini screws between uCT and ground-truth 

iCT (bottom) also suggests accurate registration.

Fig. 8 illustrates how a level-wise registration was used for surgical navigation. Using a 

handheld stylus to identify a specific vertebra of interest (one click), the corresponding 

level-wise registration was selected in the commercial navigation. A uCT was then presented 

to provide navigation for the chosen vertebra.

5 Discussion and Conclusion

In this study, we developed an automatic framework to decompose a direct 3D spine 

intermodality registration into a series of simpler tasks to achieve accurate level-wise 

registration, which is robust for spines with large pose changes. Based on 7 explanted spines 

and 2 live animal experiments, the registration pipeline achieved an average TRE of 1.70 

mm and 1.85 mm, respectively, with an average maximum relative rotation of 32.7 degrees 

(Table 1). Computational cost for NLPCA was typically 3–5 min, and the subsequent point­

based, closed-form registration required less than 30 seconds. The accuracy and efficiency 

performance suggest feasibility for applying the pCT-iSV registration framework in human 

surgeries.

Key to our approach is to rectify a spine of an arbitrary posture into a common, neutral pose 

using NLPCA. Topological depth features in the rectified spine are then encoded to form 

a 2D projection image. This transforms 3D spine registration into 2D image correlation. 

The resulting pixel-to-pixel and the invertible point-to-pixel correspondences enable a level­

wise registration in 3D (Fig. 1). In contrast, typical spine registration methods require an 

exhaustive point-wise correspondence search [6]. An appropriate initialization was also 

necessary, e.g., by center alignment between point sets or manual initialization [9], or 

ensuring that pre- and intra-operative spines were in similar postures [6]. These registration 

techniques are effective for spines with relatively small pose changes but are more difficult 

with larger pose changes (e.g., supine vs. prone).

Our approach avoids the need for establishing point-wise correspondences directly in 3D, 

which may explain its smaller TRE relative to conventional ICP-based methods with manual 

initialization, especially for the explanted spines (mean TRE of 1.70 mm vs. 2.30 mm). The 

comparison was similar for landmark-based methods (mean TRE of 2.39 mm and 2.21 mm 

for explanted and live animal spines). The registration robustness depends on the point cloud 

size. Based on three random spines, we parametrically determined that at least 4 k sampling 

points were necessary to achieve a success rate >90% (average TRE of 1.33±0.06 mm and 

0.91±0.08 mm for pCT and iSV, respectively), with 1.5 min requried to converge.

Cross-modality comparisons.

Recent spine image-based registrations such as a multi-view 2D-3D registration for X-ray 

has achieved high accuracy (TRE of 0.22 mm) [35]. For CT-to-MRI registration, a modality­

independent neighborhood descriptor (MIND) was developed to generate a deformation field 

for image warping, which achieved a TRE of 1.7 mm [22]. Nevertheless, these registrations 
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relied on high-cost image acquisition systems to capture detailed spinal structures. Further, 

some registration methods such as MIND are computationally intensive [22].

CT-to-US and CT-to-iSV registrations benefit from low-cost and radiation free intraoperative 

imaging. They achieve acceptable performance by using point-based and intensity gradient­

based techniques [36] or landmark- and ICP-based methods [9]. However, they typically 

require an initial alignment before registration. The spine registration pipeline we developed 

in this study performs CT-to-iSV registration automatically without manual intervention for 

an initial alignment. The pipeline meets clinical accuracy requirement (< 2mm) in both 

explanted and live animal spines. Eventually, the efficacy of this registration framework 

can be assessed by comparing surgical outcomes with those from conventional registration 

methods in live animal procedures in a randomized trial. This work is ongoing and will be 

reported in the future.

Limitations and future work.

Our registration pipeline requires at least three vertebral segments in iSV to achieve 

sufficient robustness – a restriction that may limit the technique to larger spine exposures. 

This limitation is largely related to iSV line-of-sight requirements. Nevertheless, the overall 

registration framework, itself (Fig. 1), is still applicable to other imaging modalities such as 

US and MR [27][22], where volumetric image acquisitions are unaffected by size of surgical 

exposure.

Our results also indicate that iSV-pCT registration accuracy is correlated with iSV surface 

reconstruction accuracy (p<0.01). Overall, explanted cases had slightly better registration 

accuracy and lower iSV reconstruction error relative to live animal surgeries (mean TRE 

of 1.70 mm vs. 1.85 mm and mean iSV reconstruction error of 1.07 mm vs. 1.61 mm, 

respectively). Further improvements for the iSV surface reconstruction may be desirable.

Although manual effort was involved in the 2D templated-based segmentation, it did not 

affect the automatic registration framework (it only occurred once). Advanced deep learning 

segmentation [37] is now available, and may eliminate the need for manual input. Manual 

selection of vertebra by the surgeon to indicate the desired level-wise image-guidance 

(albeit no explicit vertebral level labeling is required) was largely a consequence of using 

the StealthStation, since only a single rigid transformation can be applied at a time with 

this navigation system. Despite these limitations, the accuracy and efficiency found in 9 

porcine spines suggest the technique is applicable to human spine procedures, although iSV 

spine reconstruction in human procedures is likely to be more complex and needs to be 

investigated in the future.
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Fig. 1. 
Illustration of the spine registration pipeline, which includes four models: (1) pCT and iSV 

are first acquired and preprocessed; (2) whole spines in pCT and iSV are then rectified into a 

common, neutral pose via NLPCA; (3) 2D depth projection images are generated to provide 

2D registration via image correlation: and (4) level-wise vertebral registration is achieved 

via and closed-form rigid registration based on invertible point-to-pixel correspondences 

between segmented vertebral pairs.
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Fig. 2. 
Illustration of the spine shape analysis network: an auto-encoder network with fully 

connected layers of dimensions of 3-8-3-8-3 (a). Subnetworks are forced to drop out during 

training to apply appropriate optimization constraints. The input and output layers (i.e., the 

1st and 5th layers) encode the x, y, and z coordinates, while units in the bottleneck layer 

represent the first, second, and third principal directions, respectively. After training, the 

decoder maps regularly sampled, planner point clouds to the corresponding curved principal 

surfaces (Surf1, Surf2, and Surf3). Local Frenet-Serret frames are established along the 

spine longitudinal axis (b). Finally, the spine is rectified/flattened using moving frame 

transformations (c).
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Fig. 3. 
Mix-up point augmentation avoids overfitting principal surfaces to local point distribution 

in iSV (left) by effectively applying a local smoothing filter, which suppresses local shapes 

while maintaining the global shape representation (right).
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Fig. 4. 
Procedure to generate a depth projection image from a shape-rectified 3D point cloud. The 

topological surface (a) is encoded by height (i.e., the rectified Surf1). The discretized XZ 
plane with the height information becomes a depth projection image (b). The resulting depth 

image (c) captures the geometrical details of the spine surface in which each image pixel 

corresponds to a 3D point on the spine surface. The projection images encoded rich features 

of the spinous processes and in the laminar areas (c).
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Fig. 5. 
Two-dimensional registration of depth projection images from rectified pCT and iSV 

spines using dense SIFT features and linear cross-correlation. Peaks in correlation response 

represent the matching of different vertebra level positions and the highest peak corresponds 

to a correct vertebral level pairing.
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Fig. 6. 
Comparison of level-wise TREs (pCT-iSV) using the NLPCA approach and two baseline 

methods using either landmarks or ICP. TREs for each vertebral level are based on all spine 

samples (N=9).
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Fig. 7. 
(Top) Representative vertebral level-wise iSV-pCT registration at a given level (as 

indicated). For comparison, iSV is aligned with the inherently co-registered iCT acquired 

at the same stage. Misalignment between iSV and pCT (arrows) indicate apparent vertebral 

motion. (Bottom) Overlays of uCT (green) and iCT (cyan) for each spine and their cross­

sections are also shown, where the alignment of the mini screws indicates accurate iSV-pCT 

registration. Alignments of mini screws in uCT and iCT are shown in the insets.
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Fig. 8. 
A level-wise registration for L4 was uploaded to StealthStation to provide surgical image­

guidance in a live pig experiment. The mini screw in the L4 spinous process (yellow box on 

left) identified by a tracked hand-held stylus is shown to align well with the probe tip in the 

image space of uCT (right), suggesting an accurate patient registration.
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Table 1:

Summary of registration accuracy using our rectification-based approach and two baseline methods in terms 

of TREs (mm) for seven explanted spines and two live animal experiments, along with corresponding iSV 

reconstruction and spine posture differences.

Subject ID
1 2 3 4 5 6 7 8 9 Avg.

Explanted porcine spines Live animal

 TRE 
(NLPCA) 1.48±0.57 1.67±0.70 1.82±0.80 1.86±0.63 1.68±0.53 1.54±0.76 1.82±1.07 1.98±0.73 1.71±0.65 1.73±0.16

 TRE (uCT-
iCT) 1.59±0.54 1.79±0.28 NA 1.64±0.42 1.94±0.42 1.64±0.38 1.96±1.25 1.53±0.72 1.83±0.74 1.74±0.16

TRE 
(Landmark) 2.62±0.99 2.11±1.06 2.53±0.98 2.32±1.19 2.29±0.79 2.54±0.67 2.34±1.25 2.45±1.19 1.96±0.91 2.35±0.21

TRE (ICP) 2.33±1.05 2.49±1.22 2.21±0.66 2.86±1.68 2.16±0.79 1.91±0.83 2.14±0.94 2.38±0.89 1.78±1.09 2.25±0.32

Max in-spine 
displace. + 
rotation *

91.5 
(24.5°)

182.2 
(34.0°)

47.7 
(38.6°)

53.5 
(31.8°)

62.8 
(38.9°)

126.8 
(44.8°)

93.1 
(47.1°)

77.4 
(20.1°)

52.8 
(14.2°)

87.5±43.2 
(32.7°
±11.2)

iSV 
reconstruction 

accuracy 1.05±0.25 1.08±0.47 0.79±0.40 1.42±0.45 0.87±0.23 1.07±0.17 1.21±0.41 1.57±0.22 1.65±0.37 1.19±0.30

*:
maximum in-spine displacements and rotations are obtained by rigidly registering the sacrum between pCT and iCT, and they represent the 

maximum relative change in location for the same vertebra as accumulated from the intervertebral motion of the 5 segments. Pearson correlation 
between the TRE (NLPCA) and iSV reconstruction accuracy was computed based on level-wise TRE (From L1 to L5).
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