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Abstract
Context Situativity theory posits that learning and the development of clinical reasoning skills are grounded in context. In case-
based teaching, this context comes from recreating the clinical environment, through emulation, as with manikins, or description.
In this study, we sought to understand the difference in student clinical reasoning abilities after facilitated patient case scenarios
with or without a manikin.
Methods Fourth-year medical students in an internship readiness course were randomized into patient case scenarios without
manikin (control group) and with manikin (intervention group) for a chest pain session. The control and intervention groups had
identical student-led case progression and faculty debriefing objectives. Clinical reasoning skills were assessed after the session
using a 64-question script concordance test (SCT). The test was developed and piloted prior to administration. Hospitalist and
emergency medicine faculty responses on the test items served as the expert standard for scoring.
Results Ninety-six students were randomized to case-based sessions with (n = 48) or without (n = 48) manikin. Ninety students
completed the SCT (with manikin n = 45, without manikin n = 45). A statistically significant mean difference on test performance
between the two groups was found (t = 3.059, df = 88, p = .003), with the manikin group achieving higher SCT scores.
Conclusion Use of a manikin in simulated patient case discussion significantly improves students’ clinical reasoning skills, as
measured by SCT. These results suggest that using a manikin to simulate a patient scenario situates learning, thereby enhancing
skill development.
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Introduction

In 1999, the Accreditation Council for Graduate Medical
Education and the American Board of Medical Specialties
defined six domains of competence that all practicing physi-
cians should possess [1]. The Physician Competency
Reference sets further outlines each of these domains and
delineates how clinical reasoning, defined as skills in diagnos-
ing and managing a clinical problem, contributes to compe-
tence in providing patient-centered care [2]. New interns are
often on the frontline of patient management and must be able
to recognize acute illness and initiate diagnostic and therapeu-
tic decision-making. In order to ensure that trainees are pre-
pared for practice on day one of residency, medical students
must develop a strong foundation in clinical reasoning, includ-
ing for urgent and high acuity scenarios. Residency program
directors have emphasized clinical reasoning and recognition
of ill patients as important skills for fourth years to acquire
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before internship, and several of the Core Entrustable
Professional Activities for Entering Residency (CEPAERs)
highlight the importance of a graduating student’s ability to
make informed diagnostic and therapeutic decisions [3–5].
EPA 10, the ability to recognize a patient requiring urgent or
emergent care and initiate evaluation and management, spe-
cifically outlines how clinical reasoning skills contribute to the
performance of this task. Despite the expectation that students
should graduate ready to apply sound clinical reasoning and
perform all of the core EPA tasks with indirect supervision, in
acute situations, students have not met expected levels of per-
formance [6–8].

Situativity theory suggests that the environmental context
of learning significantly impacts the development of clinical
reasoning skills [9, 10]. Preparing students to apply clinical
reasoning skills in acute care situations, however, presents a
challenge in undergraduate medical education. Given the un-
predictability of acute patient situations, as well as concerns
about patient safety, acute care teaching often relies on class-
room learning. Case-based teaching can use various ap-
proaches to “role-play” details of the case and reveal informa-
tion as the case progresses, yet lacks “real-world” situated
context. Simulation-based medical education (SBME) and
simulation-based learning (SBL) are terms used to describe a
case-based teaching method involving manikin simulators.
High-fidelity simulators are intended to mimic closely pa-
tients’ physiologic response within clinical care, but use of
these tools is a resource intensive endeavor. Recreating the
clinical environment incorporates the use of a plastic manikin;
equipment, such as cardiac monitors, intravenous lines, and
oxygen tubing; and staff, such as simulation technicians and
health professions faculty. The application of situativity theory
would suggests that the environmental factors present in a
SBME learning session, such as the sounds of a cardiac mon-
itor or patient voicing distress, help to simulate the time-
pressure of an acute clinical scenario. These contextual factors
have a distinct impact on learning and the development of
reasoning skills [11].

When comparing SBME to non-manikin case-based teach-
ing, studies have demonstrated that SBME increases learners’
self-reported satisfaction with the experience and leads to im-
provements in knowledge (assessed on multiple choice tests)
[12–15]. Studies using oral examinations or a simulation
checklist tomeasure learners’ skills in assessing andmanaging
patient after SBME learning have had mixed results [16–23].
While clinical reasoning underlies patient assessment and
management skills, these previous studies have not explicitly
examined the effect of a manikin on a learner’s clinical rea-
soning skills in areas of high uncertainty. Given the expense of
SBME compared with other types of case-based teaching,
targeted use of simulation is critical [24].

Script concordance testing (SCT) is an assessment tool to
measure clinical reasoning skills using scenarios in which

there is clinical uncertainty [25–27]. SCT is a written test
using short clinical scenarios followed by additional clinical
data. The learner determines whether the data presentedmakes
a specific diagnosis more or less likely or a management de-
cision (investigation or therapy) indicated or not. The answer
is formatted as a 5-point Likert scale (− 2, − 1, 0, + 1, 1). An
example of the question format is seen in Fig. 1.

In this randomized controlled trial, we investigated the im-
pact of manikin use on students’ clinical reasoning skills in an
acute illness patient case scenario, measured by performance
on a script concordance test (SCT). We hypothesized that the
contextual environment and experience of learning with the
manikin would lead to higher clinical reasoning scores on a
standardized examination.

Methods

Overall Design

During March 2018, students were randomized to a patient
case scenario with manikin (CS-M, control group) or a patient
case scenario without manikin (CS-NM, intervention group).
Both groups engaged in learning exercises associated with six
chest pain case scenarios during the session. All students took
a 64-question script concordance test and self-assessment sur-
vey after completion of the session. See Fig. 2 for study de-
sign. The study was reviewed by the University of Virginia
Institutional Review Board for the Social and Behavioral
Sciences and was determined to be exempt from further
review.

Setting and Participants

Fourth-year medical students at the University of
Virginia School of Medicine are required to enroll in
an internship readiness course prior to graduation. The
2-week course provides intensive review and the oppor-
tunity to practice skills in active learning sessions.
Courses are available in Pediatrics, Internal Medicine/
Acute Care, and Obstetrics and Gynecology/Surgery
and are designed to prepare students for the start of
residency in their chosen specialty.

Ninety-six students were enrolled in the Internal Medicine/
Acute Care (IM/AC) course and participated in the chest pain
case–based session. Students were randomized to a 2-h case
session with six chest pain scenarios in groups of six students:
with 48 students assigned to the case session with a manikin
(CS-M) and 48 students assigned to a session without a man-
ikin (CS-NM). All students provided written consent prior to
participating in the session.
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The Learning Intervention

All students independently listened to a pre-recorded audio
file reviewing how to approach an acutely ill patient with chest
pain before the start of the session. The room, content, details
related to the clinical progression of the case, student prompts,
and debriefing methods were the same for CS-M and CS-NM
sessions. The sessions were formatted to isolate manikin use
(with associated monitors, intravenous lines, and other equip-
ment) as the only difference between the CS-M and CS-NM
sessions. In both session types, a student was assigned to be
the “team leader” and two other students participated as team-
mates (Fig. 3). In both the CS-M and CS-NM groups, the team
leader was asked to manage progression through the case,
with stimuli to prompt decision-making designated by chang-
es in the status of the manikin-patient (CS-M) or described by
the faculty instructor (CS-NM). Participating students in both
CS-M and CS-NM groups were able to offer work-up or man-
agement suggestions and could be assigned care responsibil-
ities (i.e., manage the airway with a bag-valve mask, place
orders for labs). The other three students in the group observed
during the case progression and then participated in the
debriefing. All students in both groups were able to actively
participate in three cases, with one time as a team leader.
Debriefing occurred immediately after each case concluded

in both the CS-M and CS-NM groups and included all six
students.

The case scenarios used in the session were written by a
team of three emergency medicine faculty and were then
reviewed by three faculty members of the research team
(MKM, SJW, NS). A group of three emergency medicine
and one internal medicine faculty with experience in case-
based teaching, small group facilitation, and structured
debriefing in SBME led all the chest pain sessions (MKM,
SJW, NS). The faculty as a group rehearsed the case progres-
sion and standardized debriefing with predefined learning ob-
jectives for all the cases, in order to assure the students re-
ceived standardized teaching and case progression regardless
of their group.

After completion of the learning session (all six chest pain
scenarios), study participants completed a brief online survey
to assess their perspectives about their engagement during the
session and confidence and preparedness to apply clinical rea-
soning skills in actual patient scenarios. The questions
contained Likert-type response options that ranged from
Strongly Disagree to Strongly Agree.

The morning after the session, all of the students completed
a written 64-question script concordance test (electronic sup-
plementary material). The script concordance test items were
written by three members of the research team, two emergen-
cy medicine physicians and an internal medicine physician
(MKM, SJW, NS) using published guidelines for test devel-
opment [26, 27]. Each item was written and revised collabo-
ratively until consensus was achieved amongst all three mem-
bers of the team. To pilot test the exam, two emergency med-
icine and two internal medicine faculty, who were not in-
volved in creating or reviewing the test items, took the exam
and gave feedback on questions that were not clear or needed
improvement. The test was modified by members of the re-
search team using this feedback. Half the test questions (32)
used acute chest pain case stems for patients requiring inpa-
tient care. Half of the questions (32) were related to a mixture
of other common urgent or emergent inpatient care scenarios
such as dizziness, shortness of breath, or confusion. The final
version of the exam was administered to ten internal medicine
hospitalist faculty and eleven emergency medicine faculty
whowere not involved in test development or review. In align-
ment with published guidelines, no training was provided to

Fig. 1 Example of SCT question
format

Chest pain pre-learning n= 96 Students

Chest pain case 
session 

Manikin (CS-M)
Case debriefing

n = 48 students

Chest pain case 
session 

No manikin (CS-NM)
Case debriefing

n = 48 students

Randomization n = 96 students

Script concordance testing
n = 90 students

Fig. 2 Study design
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these faculty whose scores on the exam were used as the
expert standard to measure student performance [26, 27].
Cronbach coefficient alpha was used to determine reliability
of the expert standard. The overall Cronbach coefficient alpha
score for the expert tests was 0.68, which is slightly lower than
the recommended score of 0.75 [26]. Due to time limitations,
we administered the test without further modification.

Data Analysis

The scoring of the SCT followed the steps described by
Fournier [26]. The points awarded to the students’ tests were
calculated using the scores from the panel of faculty test
scores. The score for each answer was the number of experts
giving a particular answer divided by the modal answer. In
Fig. 1, for example, question 1 may have 14 of 20 experts who
answered + 1, and 6 of 20 experts who answered 0. Therefore,
a student who answered + 1 would get 1 point (14/14), the
answer 0 would get 0.4 (6/14), and all other answers on the
Likert scale would get 0 points. The final student score was
created by adding all question scores together, dividing by 64
(total questions) and multiplying by 100 for a percentage.
Although each item on the exam is scored relative to the ex-
pert standard for the item, only an overall score representing
aggregate performance on all test items is used to present
exam results on a SCT test (26).

An independent samples t-test was used to compare the
mean student scores on the 64-item SCT between the manikin
(CS-M) or non-manikin (CS-NM) groups. An alpha level of
.05 was used to determine statistical significance. Data were
analyzed using SPSS version 25. In order to assess if differ-
ences existed between CS-M and CS-NM groups across all
five categories of responses on the survey, a Mann-WhitneyU
test was used. A Bonferroni correction was applied in order to

account for the increased Type 1 error rate associated with
running multiple tests with the same groups.

Results

Ninety-six students agreed to participate in the study. Ninety
SCT examinations were available for analysis. Three exami-
nations were not available for analysis from both the control
and the intervention groups (three students were excused from
the examination session, two tests were not submitted to
course faculty, and one test was submitted but was not labeled
to indicate which type of learning session the student
attended).

The mean percent correct on the SCT exam for students in
the CS-M group was 67.23 (SD = 6.05). The overall mean
performance of this group was significantly higher (t =
3.059, df = 88, p = .003, 95%CI 1.34–6.32) than the mean
performance of the CS-NM group (mean percent correct
63.39, SD = 5.83) (Table 1).

Forty-six students from the CS-M group and forty-eight
students from the CS-NM group provided responses to the
survey questions. Each of these students responded to all four
questions on the survey; there were no students who
responded to only some of the survey questions. Although
the number and percentage of students in each group who
selected specific responses on the Likert scale differed, there
were no statistically significant differences between the two

Table 1 SCT exam scores for CS-M vs CS-NM groups

Group N Mean Std. deviation

Score Manikin (CS-M) 45 67.23 6.05

No Manikin (CS-NM) 45 63.40 5.84

F

S S

Manikin

L

Chest Pain Case Session Chest Pain Case Session

No Manikin (CS-NM) Manikin (CS-M)

Active Learners

Observers

F= Faculty

S= Student

L= Student Team Leader

F

L

S

S S

S S S S S

Fig. 3 Chest pain session format

310 Med.Sci.Educ. (2020) 30:307–313



groups on any of the questions on the post-course survey
(Table 2). For example, in response to the prompt, “I am more
confident in my ability to make decisions in urgent clinical
situations,” 21 students in the CS-M group strongly agreed,
while 11 students in the CS-NM group strongly agreed. For
this prompt, 39 CS-M students and 43 CS-NM students
agreed or strongly agreed.

Discussion

Learners reported high levels of engagement in both the man-
ikin and non-manikin sessions. It is not clear what factors
contribute to an individual student’s engagement in learning,
and it is likely that unique aspects of an experience make a
student feel engaged. Aligned with Kirkpatrick’s framework
for evaluating educational programs, measurements of partic-
ipants’ reactions, including engagement, is a lower level out-
come of the impact of the intervention; however, it is unlikely
that higher level outcomes (change in knowledge, skills, and
behaviors) will occur if a learner is not engaged [28].

Previous studies have demonstrated higher measures of
knowledge, skills, and decision-making when learners engage
inmanikin-based learning sessions. In these studies, assessment
and decision-making skills were assessed by observers using
performance checklists. Information related to observer training
and interrater reliability were not included in all studies, raising
concerns about the potential impact of observer bias [29].

Script concordance testing has been shown to be a useful
tool to measure clinical reasoning for learners across the con-
tinuum of education [30–33]. SCT is an objective assessment
tool in which authentic clinical scenarios can be used to mea-
sure reasoning skills in situations where the next best step in
diagnosis or management is uncertain. In this study, we
assessed students’ clinical reasoning skills after participating

in a simulated patient case session, comparing performance on
a SCT for students whose session included use of a manikin
(CS-M) with performance of students who engaged in the
same format session without a manikin (CS-NM). Students
who participated in the CS-M session achieved scores that
were significantly higher than students in the CS-NM session,
with a difference of 3.84. This SCTscore increase is consistent
with score increases between post-graduate year (PGY) 1 res-
idents and PGY-3’s, in a previous study of lumbar puncture
clinical decision-making in pediatric residents [30]. This find-
ing supports our hypothesis that the contextual environment
provided by the manikin improves learning and promotes the
development of clinical reasoning skills in cases involving
acute patient care scenarios. Additionally, our study
strengthens the existing research that supports the use of
SBME for skill acquisition in acute clinical care scenarios
[24, 34, 35].

Ultimately, it is important to be able to measure
learners’ clinical reasoning in actual patient settings
(transfer of learning) and the impact of sound
decision-making on patient care outcomes. We used a
proxy measure of behavior change in this study: stu-
dents’ self-reported confidence and feelings of prepared-
ness to apply the skills they learned in future patient
scenarios. Feelings of self-efficacy are felt to correlate
with increased likelihood of success in applying the
skills one has learned [36–38]. In our study, students
had the opportunity to reflect on the learning experience
(CS-M and CS-NM, each with facilitated debriefing)
before responding to questions about their confidence
and preparedness. We hypothesized that the hands-on
experience and environment of the CS-M session would
lead to higher levels of self-efficacy, but students in
both the CS-NM and CS-M groups expressed feeling
very confident in their abilities and well prepared for

Table 2 Self-assessment survey results with statistical comparison between CS-M and CS-NM groups

Group Strongly
disagree

Disagree Neutral Agree Strongly
agree

Standardized
Mann-
Whitney
U (Z)

Sig.(2-tailed)

I was engaged throughout
the session

CS-M
CS-NM

0
3(6.3%)

0
0

0
2 (4.2%)

14 (30.4%)
12 (25.0%)

32 (69.6%)
31 (64.6%)

− .83 .41

I am more confident
in my ability to make
decisions in urgent
clinical situations

CS-M
CS-NM

0
0

0
0

7 (15.2%)
5 (10.4%)

18 (39.1%)
32 (66.7%)

21 (45.7%)
11 (22.9%)

− 1.55 .12

I am more confident
in my ability to make
clinical decisions
independently

CS-M
CS-NM

0
1 (2.1%)

1 (2.2%)
1 (2.1%)

8 (17.4%)
9 (18.8%)

23 (50.0%)
28 (58.3%)

14 (30.4%)
9 (18.8%)

− 1.12 .27

This session helped to
prepare me for
internship

CS-M
CS-NM

0
0

0
1(2.1%)

4(8.%)
2(4.2%)

20 (43.5%)
26(54.2%)

22 (47.8%)
19(39.6%)

− .60 .55
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future clinical experiences. Standardization of content
and debriefing sessions, as well as use of highly expe-
rienced faculty instructors, likely contributed to high
levels of student confidence.

Our findings have significant implications for educators
interested in designing learning experiences to aid students
in developing clinical reasoning skills. Importantly, to prepare
students to transition to graduate medical education and en-
sure that they are ready to manage acute clinical scenarios on
day one of internship, it is critical to consider how the context
and experience of a learning session will contribute to and
promote learning. Internship readiness or “bootcamp” courses
should use various pedagogies; SBME, in particular, should
be used with intentionality to make the best use of limited or
expensive resources and provide effective and efficient edu-
cational sessions. Our results support the use of SBME in
courses near the transition from undergraduate to graduate
medical education, in order to help students develop the clin-
ical reasoning skills they will need in urgent and emergent
patient care settings.

Limitations

This is a single center study and we did not use a before and
after measure of clinical reasoning. We did not address EPA
10 specifically, but rather a fundamental skill, clinical reason-
ing in acute scenarios, that underlies the ability to perform this
task. Although students in this study were exposed to assess-
ment of EPAs related to history taking, physical examination,
ability to generate a differential diagnosis, and to perform an
oral presentation and document encounters in written notes, in
three rotations during their clerkship year, our curriculum had
not implemented teaching or assessment of EPA 10 at the time
of the study. Students were randomized in order to mitigate
potential contribution of a priori differences in the groups. All
of the students who participated in the study were students
exposed to the same curricular opportunities at the School of
Medicine, including a course focused on clinical skill devel-
opment in the pre-clerkship phase of the curriculum and a
transition to clerkship course. Despite efforts to standardize
the teaching for the chest pain sessions in the readiness course,
four different faculty taught the sessions and variability in
teaching style or skills could have contributed to the results
of the study. We attempted to minimize any variability by
providing pre-session practice and standardization exercises
for the faculty and by assigning two faculty to run all the
CS-M sessions and two faculty to run all the CS-NM sessions.

Finally, the SCT exam was created, reviewed, and pilot
tested by faculty at the institution with clinical expertise in
emergency medicine and internal medicine prior to adminis-
tration to the faculty whose scores served as the expert stan-
dard. To ensure reliability of the expert standard, we measured
Cronbach coefficient alpha. Our result was slightly lower than

recommended level to measure reliability of a test (26). This
could have affected our ability to accurately discriminate stu-
dent performance.

Conclusion

In a fourth-year internship readiness course, students partici-
pating in simulated patient case sessions with a manikin dem-
onstrated significantly higher scores on a test of clinical rea-
soning in acute care scenarios. This study offers further evi-
dence that SBME is an effective strategy to use in transition to
residency courses, particularly when learning objectives in-
clude the development of clinical reasoning in patient care
scenarios that students are less likely to have encountered in
authentic clinical experiences. Use of a manikin augments a
simulated experience that will prepare learners to apply clini-
cal reasoning skills as interns caring for patients in urgent and
emergent settings.
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