
I. Introduction

Hospitalized patients, particularly those in high-acuity en-
vironments, are at significant risk for clinical deterioration. 
Acute clinical events occur in a significant proportion of 
intensive care unit (ICU) patients and are associated with 
increased morbidity and mortality [1,2].
	 Outcome prediction scores, such as the Acute Physiology 
and Chronic Health Evaluation (APACHE), the Simplified 
Acute Physiology Score (SAPS) and the Mortality Probability 
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Model (MPM), are widely used in ICUs. These static scores 
are based on “snapshot” values gathered immediately follow-
ing admission and fail to adapt to the patient’s progression. 
Hence, they offer little guidance for the identification of 
clinical deterioration [3,4].
	 Observational studies suggest that patients often show early 
signs of deterioration up to 24 hours prior to an episode of 
significant deterioration that requires emergent management 
[5]. These physiological changes preceding clinical deterio-
ration are often subtle and hard to detect [6,7].
	 Rapid advances in predictive modeling coupled with the 
abundance of data obtained from high-density patient moni-
toring devices provide exceptional opportunities for the 
development of innovative predictive models [8-10]. The 
detection of clinical deterioration by models that draw cli-
nicians’ attention to patients before they deteriorate would 
enable early interventions and result in improved outcomes 
compared to emergent rescue procedures taken after the pa-
tient has already deteriorated [11,12].
	 At the base of predictive-model development lies the abil-
ity to tag significant events. These tags are crucial for the 
training of predictive models and for validating their per-
formance. However, the datasets needed for such studies are 
generally very large and include thousands of data items. 
Therefore, assigning human experts to manually tag events 
requires substantial effort. Hence, manual tagging processes 
may become time-consuming, expensive, and inefficient. 
One appealing solution is the use of automatic tagging sys-
tems to identify events of interest. Naturally, such automatic 
systems should be validated and compared to a reference 
standard before being used as the benchmark for model de-
velopment. 
	 Worsening of a patient’s condition in the ICU and the need 
for treatment escalation may have significant consequences 
on the patient’s chances of recovery. As previously reported, 
significant respiratory deterioration leading to the initiation 
of mechanical ventilation and hemodynamic deterioration 
leading to the use of vasopressor or inotropic support are 
two of the most common and significant life-threatening 
events in the ICU that may lead to a grim outcome [1,7]. The 
development of prediction models that foresee these events 
and allow an early intervention would have significant clini-
cal benefits. 
	 The primary objective of this study was to establish the 
validity of an automated system for tagging respiratory and 
hemodynamic deterioration events in a large ICU database 
by comparing its performance to tagging by expert human 
reviewers.

II. Methods

This retrospective cohort study utilized data from the Elec-
tronic Health Records (EHR) of the University of Massachu-
setts’ (UMass) eICU, between July 2006 and September 2017. 
	 The UMass eICU provides tele-medical intensivist coverage 
for seven adult ICUs across two hospitals, including three 
medical units, two surgical units, a cardiovascular unit, and 
a neurological unit. 
	 All patients older than 18 years of age with stays longer 
than 6 hours were included. Patient data underwent deiden-
tification, including time stamp shifting, removal of identi-
fiers, truncation of extreme, and transformation of rare and 
location values. The data were protected according to ISO, 
IEC, HIPAA, and FDA standards. The study was approved 
by the University of Massachusetts Medical School’s Institu-
tional Review Board (No. H00019625).
	 Overall, the dataset included 72,650 unique stays with an 
average ICU length of stay (LOS) of 90 hours. The median 
age was 64 years (interquartile range, 52–76 years), 43% of 
the patients were female, and the mortality rate was 11.9% 
(Table 1).
	 For the purpose of validating the automated tagging sys-
tem, 500 stays were randomly sampled. To improve the 
quality of the tagging-validation cohort and counter class-
imbalance, a stratified over-sampling of deterioration events 
strategy was implemented (Figure 1). This method increases 
the prevalence of events of interest and improves statistical 
efficiency, while preserving random selection. The dataset 
was divided into three sets: patients with presumptive re-
spiratory events, patients with presumptive hemodynamic 
events and patients with no events. Each set was then ran-
domly sampled to yield 167 stays, stratified by the following 
characteristics: patient age, sex, specific ICU, and ICU LOS. 
The three samples were then combined and randomly shuf-
fled. This technique allowed a larger proportion of patients 
with significant events to be included in the study set. As can 
be expected, since the validation set was enriched with more 
severe cases, the LOS and mortality distributions of the vali-
dation set differed from that of the full set (Table 1).

1. Tagging System
The tagging system is a rule-based procedure that uses vari-
ous parameters to detect two independent clinical events: 
non-elective intubation as a marker for respiratory deterio-
ration leading to the need for mechanical ventilation, and 
the initiation of vasopressors or inotropes as markers for 
hemodynamic deterioration. These events are considered to 
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be among the most significant deterioration events seen in 
hospitalized critically ill patients [1,7]. The tagging system’s 
ultimate purpose is to help develop and validate models 
that predict these life-threatening events. The rule-based 
feature determined that an intubation event had occurred 
when there was a direct indication of an intubation event 
in the EHR, when a combination of ventilation and bedside 
monitor parameters existed, or when certain combinations 
of patient care parameters were identified simultaneously 
(Supplementary Table S1). Hemodynamic deterioration was 
identified by detecting the initiation of vasopressors or ino-
tropes. A detailed description of the tagging criteria is pre-

sented in Supplementary Table S2.
	 For the purpose of this study, a 6-hour period of sufficient-
ly dense data (including at least 2 measurements per hour 
of heart rate, oxygen saturation, and respiratory rate) was 
required to determine whether an event had occurred. The 
first 6 hours of the ICU stay, therefore, were not included, 
nor were events that occurred when patients were outside of 
the ICU.
	 To avoid mis-tagging, only the first intubation during a stay 
or an intubation that occurred more than 12 hours following 
a previous extubation was included. Similarly, a vasopressor 
initiation event was included if it was the first vasopressor 
initiation during a stay, or if it was initiated at least 6 hours 
after discontinuation of the previous vasopressor.

2. Study Procedure
The reference standard for the occurrence events was an 
independent clinician case-by-case review. A clinical defini-
tion for each event was validated by several ICU experts. 
Five physicians independently reviewed randomly selected 
stays and tagged specific events based on the above defini-
tions. The reviewers had access to all the original EHR data, 
including provider notes, monitor data, clinical parameters, 
and laboratory and imaging study results. The clinicians 
were blinded to the automated tagging results, as well as to 
the concurrent opinions of the other reviewers. The review-
ers were also asked to record explicitly when no events of 
interest occurred. 
	 The automatic tagging system was used to generate tags for 
the study population and assessed separately for its validity. 
Tags generated by the automatic system that occurred within 
60 minutes of the tags assigned by the expert reviewers were 
considered true positives. All other tags generated by the au-
tomatic system were considered false positives. Tags assigned 
by the expert reviewers that did not have a matching auto-
matic tag within 60 minutes were considered false negatives. 
Stays with no tags from either the automatic tagging system 
or the expert reviewers were considered true negatives. 
	 The 60-minute window was chosen to account for the fact 
that some data elements indicating an event are entered into 
the EHR after the event has occurred, and hence the timing 
captured may not always be exact. All calculations were per-
formed at the granularity of a single stay. 

3. Statistical Approach and Analysis
Accuracy analysis included overall agreement, sensitivity, 
and specificity, with 95% confidence intervals (CIs). Overall 
agreement was the primary outcome of interest.

Table 1. Characteristics of the study population

UMass  

dataset

Study  

population

Events used 

for analysisb

Total stays 72,650 500 500
Sex, male 41,472 (57.1) 280 (56.0) -
Age (yr)  64 (52–76) 65 (53–76) -
Ethnicity -
   White 63,144 (86.9) 426 (85.2)
   Non-White 4,188 (5.8) 33 (6.6)
   Unknown 5,241 (7.2) 41 (8.2)
ICU type -
   Medical 30,730 (42.4) 239 (47.8)
   Surgical 14,644 (20.2) 86 (17.2)
   Cardiac 13,402 (18.5) 77 (15.4)
   Neuro 13,770 (19.0) 98 (19.6)
LOS (hr) 59 (34–110) 114 (45–250) -
Mortalitya 8,613 (11.9) 113 (22.6) -
Vasopressora 10,429 (14.4) 240 (48.0) 219
Mechanical  

ventilationa

7,386 (10.2) 218 (43.6) 146

Values are presented as number of patients (%) or median 
(25th–75th percentile).
LOS: length of stay in intensive care unit.
aThere is no statistically significant difference in the parameters 
compared between UMass dataset and our study population, 
except for the characteristics that were part of the case stratifi-
cation process, which improves statistical efficiency while pre-
serving randomization (p < 0.05). The diversity of the patient 
population helps mitigate concerns associated with model de-
velopment based on data from a single center.
bTo avoid mis-tagging some events occurring during the first 
hours of the stay or very near to a previous event were excluded 
as explained in the method section. 
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	 Inter-rater and intra-rater correlations between observa-
tions were evaluated using the kappa coefficient. The spe-
cific type of correlation coefficient used in this study was the 
Cohen kappa, which measures the agreement between two 
raters who each classify items into mutually exclusive catego-
ries. For the inter-rater correlation, the kappa coefficient was 
calculated between two reviewers’ observations for the same 
stay. For the intra-rater correlation, the kappa coefficient was 
calculated between two different observations made by the 
same reviewer on the same stay. 
	 Inter-rater correlation coefficients were interpreted using 
customary categories, where 0.41–0.60 was considered mod-
erate agreement, 0.61–0.80 was considered substantial agree-
ment, and 0.81–1.00 was considered near perfect agreement.
	 The sample size calculated for this study was 500 unique 
stays, based on a target agreement rate of 90% and assum-
ing that 5% of the stays would be invalid (e.g., insufficient 
data for review). An additional 10% error margin was added 
due to uncertainty regarding the accuracy of our automatic 
tagging procedures that selected cases before false positives 
could be excluded. In total, 500 stays were assessed by the 
various reviewers (100 stays per reviewer). To assess inter-rat-
er and intra-rater variability a total of 400 randomly selected 
stays were cross-validated by multiple reviewers (inter-rater 
variability). Furthermore, 100 stays were re-assessed by the 
same reviewer to assess intra-rater variability. Our target 
point estimate for the kappa agreement coefficient was 0.8. 
	 Data analysis was performed using SAS version 9.4 (SAS 

Institute, Cary, NC, USA).

III. Results

As detailed above, 500 stays out of the full cohort were used 
in this study. No significant differences in event types, tim-
ing, and number were seen when comparing the automated 
system to the expert reviewers. In total, 146 and 142 respira-
tory deterioration events as well as 219 and 183 hemody-
namic deterioration events were tagged by the automated 
tagging system and by the expert reviewers, respectively. 
Furthermore, 84 (16.8%) and 79 (15.8%) stays included both 
types of events, while 266 (53.2%) and 234 (46.8%) stays had 
no events tagged by the experts and the automated system, 
respectively (Figure 2).
	 The automated respiratory deterioration tag had a sensitiv-
ity of 82.4%, a specificity of 92.1%, and an overall agreement 
rate of 89.4% as compared to the expert reviewers. The auto-
mated hemodynamic tag had a sensitivity of 91.3%, a speci-
ficity of 84.9%, and an overall agreement rate of 87.1%. Both 
had high negative predictive values. The analysis results of 
the automated tags as compared to the expert reviewers are 
presented in Tables 2–5.
	 Next, the automatic tagging system’s overall agreement was 
compared with the inter-rater agreement among the expert 
reviewers to assess whether the tagging system added signifi-
cant uncertainty.
	 The inter-rater assessment for respiratory deterioration 

UMass eICU dataset
(72,650 unique stays)

Stays with
respiratory events

(7,386 unique stays)

Stays with no
significant events

(54,835 unique stays)

Random stays
(n = 167)

Random stays
(n = 167)

Random stays
(n = 166)

Event enriched study set
(n = 500)

Stays with
hemodynamic events
(10,429 unique stays)

Figure 1. ‌�Process of patient selection and stratified over-sampling of critical events. To increase the prevalence of events of inter-
est and improve statistical efficiency, stratified over-sampling of deterioration events was implemented. The dataset was 
divided into three subsets: patients with presumptive respiratory events, patients with presumptive hemodynamic events, 
and patients with neither of those events. To avoid duplications, each stay could only belong to one category; hence, stays 
with both a respiratory and a hemodynamic event were grouped according to the event that occurred earlier during the stay. 
Each set was then randomly sampled to yield 166–167 stays, stratified for basic demographic and clinical characteristics. In 
this manner, the 500-stay validation cohort included a higher proportion of patients with significant events than the gen-
eral patient population, but with similar baseline demographics.
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yielded kappa values ranging between 0.64 and 0.93, while 
the intra-rater assessment for this tag yielded kappa values 
of 0.80 and 0.89. For the hemodynamic tag, the inter-rater 
agreement yielded a kappa value ranging between 0.55 and 
0.84, while the intra-rater assessment yielded kappa values 
of 0.80 and 0.91. These results demonstrate that the five 
reviewers generally agreed regarding the tagging of specific 
events and are concurrent with previous studies showing 
that whenever human reviewers retrospectively review pa-
tient records, some variability should be expected [13,14]. 
	 The automatic tagging system showed an overall agreement 
of 89.4% for the respiratory deterioration tag. This value is 
within the 95% CI of the inter-rater overall agreement, sug-

gesting that the accuracy of the automated tags was not sig-
nificantly different from that of the reviewers. 
	 For the hemodynamic deterioration tag, the automatic tag-
ging system had an overall agreement of 87.1%, a value that 
was within the 95% CI of three out of six of the inter-rater 
overall agreement results, suggesting that the automatic tag-
ging system may add some additional variability beyond that 
seen among the reviewers. This minimal additional variabil-
ity is unlikely to have a clinically meaningful impact, and is 
likely the result of misinterpretation of data gaps.
	 To further understand these findings, we conducted a post 
hoc analysis of the stays for which the automatic tags did not 
agree with the experts. Several reviewer discrepancies were 

Intubation
events

Vasopressor
initiation
events

Both events in
the same stay

Multiple
intubation

events

Multiple
vasopressor

events

No events

300

250

200

150

100

50

0

Expert reviewers
Automated system

142 146

183

219

84 79

1010 1313
44

58

266
234

Figure 2. ‌�Distribution of events between stays. The distribution of events between stays as tagged by the expert reviewers or by the 
automatic tagging system. More than one intubation event was defined as occurring if an intubation event occurred at least 
12 hours after a previous extubation event during that intensive care unit (ICU) stay. Similarly, a vasopressor initiation event 
was included if it was the first vasopressor initiation during a particular ICU stay, or if it was initiated at least 6 hours after 
ending previous vasopressor administration.

Table 2. Confusion matrix for the respiratory deterioration tag

Expert reviewers

Positive Negative

Automated system Positive 117 29

Negative 25 339

Table 3. Accuracy analysis for the respiratory deterioration tag

Accuracy  

(%)

95% CI

Lower Upper

Sensitivity 82.4 75.1 88.3
Specificity 92.1 88.9 94.7
Positive predicted value 80.1 72.7 86.3
Negative predicted value 93.1 90.0 95.5
Overall agreement 89.4 86.4 92.0

CI: confidence interval.

Table 4. Confusion matrix for the hemodynamic deterioration tag

Expert reviewers

Positive Negative

Automated system Positive 167 52

Negative 16 292

Table 5. Accuracy analysis for the hemodynamic deterioration tag

Accuracy 

(%)

95% CI

Lower Upper

Sensitivity 91.3 86.2 94.9
Specificity 84.9 80.7 88.5
Positive predicted value 76.3 70.1 81.7
Negative predicted value 94.8 91.7 97.0
Overall agreement 87.1 83.9 89.8

CI: confidence interval.
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identified. These included two events tagged as respiratory 
deterioration that were actually the reinstitution of mechani-
cal ventilation in chronically intermittently-ventilated pa-
tients; one event that occurred within the first 6 hours of the 
stay; and one event that was a spontaneous breathing trial.
	 Hemodynamic tagging errors by the experts often resulted 
from merging of events and data gaps. Specifically, most of 
the 52 false positives were due to merging of two separate va-
sopressor administrations into one continuous administra-
tion, often after a gap in EHR data. For instance, a vasopres-
sor was given to a patient, with medication administration 
data arriving hourly. After a gap of several hours (as long as 
12 hours), the data resumed. The accompanying notes did 
not clearly indicate whether the vasopressor was held during 
this time. While it is certainly possible that the vasopressor 
had been continued through this gap, that possibility could 
not be ascertained, and our tagging system (as well as the 
experts) were expected to tag the events as a new medication 
initiation. In some of these cases, the reviewers did not tag 
these events and hence they were classified as false negatives.

IV. Discussion

Retrospective studies based on experts reviewing large da-
tabases play an important role in medical research. These 
expert reviewers are recognized as the legitimate reference 
standard. However, human review has many limitations, 
including the intensive effort and time required, as well as 
inter-rater and intra-rater variability. An automated system 
may overcome these limitations and allow massive data-
bases to be screened and tagged rapidly and accurately. 
Furthermore, as clinical databases become larger and ana-
lytic strategies enable massive data exploration, the ability 
to automatically tag a dataset becomes critical for efficiently 
developing artificial intelligence-based models. In this study, 
we describe the process of establishing and validating an au-
tomatic tagging system for identifying both respiratory and 
hemodynamic deterioration. 
	 The clinical literature describes the difficulty in identifying 
events in large datasets, even by expert reviewers [15]. The 
goal of an automatic system is not necessarily to perfectly 
identify the events of interest, but rather to achieve results 
comparable with those of expert reviewers. These tags are 
not meant for clinical use, but for model development; 
hence, their specificity and sensitivity can be adjusted de-
pending on the model that is being developed.
	 However, in recent years, many studies utilizing machine 
learning and analytic strategies to assist clinicians and im-

prove the quality of care have been published. In many of 
these studies the predicted outcome was a defined event that 
could be easily detected, such as mortality, cardiac arrest, or 
ICU transfer. In other cases, the predicted end-point was a 
more complex condition, such as renal failure or sepsis, that 
required a rule-based algorithm for event tagging [16-21]. In 
most studies, although the rules for event tagging were spec-
ified, no details as to the reliability of the tagging, manual or 
automatic, were provided.
	 Our automatic tags did not add substantial variability be-
yond that seen among the expert reviewers. In our post-hoc 
analysis, we found that some of the discrepancies between 
the reviewers and the automatic system were related to hu-
man error, or mistakes made by the expert reviewers. Others 
were related to unique patient groups such as chronically 
ventilated patients, who are put on and off ventilation and 
thus pose a challenge to both experts and automatic systems. 
After accounting for these discrepancies, the agreement 
would likely be even higher.
	 An important lesson to be drawn is anticipating data-
related issues that may result in unnecessary discrepancies. 
Examples of this were the need for merging vasopressor 
administration periods or compensating for gaps in the data 
due to patients temporarily leaving the ICU. Understand-
ably, when guiding the reviewers, a clear line must be kept 
between providing directions that help them and giving 
explicit instructions regarding how and when to tag events 
of interest. While the latter may improve results, it may also 
lead to biased tagging and is clearly undesirable. The goal is 
to align the automatic tagging with the way reviewers under-
stand the data, and not to align the expert reviewers with the 
automatic system.
	 Given the above, we believe that our automatic system can 
be reliably used for tagging events of interest for the purpos-
es of model development. By using this system, thousands of 
additional stays can be tagged without the formidable invest-
ment associated with expert tagging.
	 This study has some limitations. Our criterion standard—
a human review—relies on the quality of data available, 
data interpretation by the reviewers, and hindsight analysis. 
Prospective real-time tagging of events might resolve some 
of these limitations. Furthermore, the slight disagreements 
between the reviewers also contribute to the imprecision of 
this method. Ideally, the EHR would contain accurate data 
to help better identify events of interest. This requires buy-in 
from all EHR users, as well as appropriate policies that align 
with future research needs, among the many other goals 
of EHR. Another limitation relates to the time inaccura-
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cies of data entered into the EHR. Some items are recorded 
automatically by elements such as monitors and ventilators 
that continuously feed data in real-time. In contrast, hu-
man users document clinical activities sporadically, often 
retrospectively and with significant delays (e.g., end-of-shift 
reporting, summary letters, etc.). Therefore, there is a dis-
tinct advantage to the automated system, since the reviewer 
may rely on data that is not always time-specific. We design 
our rule-based system to use only parameters that are time-
specific and available in most settings. Lastly, although this 
study included stays from seven different ICUs in two differ-
ent hospitals, our tagging system has not yet been validated 
on a different population from a separate hospital system. 
	 In conclusion, we demonstrated that a simple rule-based 
system for tagging critical events could provide an efficient 
and accurate tool for automated tagging of large, high-den-
sity, and complex databases. This type of system may replace 
human review and save considerable time and resources 
when trying to create validated, labeled databases that can 
be used to train machine learning and artificial intelligence 
algorithms. It is important to underscore the fact that this 
system in itself is not designed for clinical use. Rather, it is 
useful for training analytic models. These models, in turn, 
will still need to be clinically validated. Harnessing the pow-
er of artificial intelligence to care for high-acuity patients 
may lead to better algorithms, earlier detection, improved 
decision-making, and eventually to better patient outcomes.
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