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Abstract

The rapid adoption of electronic health records (EHRs) systems has made clinical data available 

in electronic format for research and for many downstream applications. Electronic screening of 

potentially eligible patients using these clinical databases for clinical trials is a critical need to 

improve trial recruitment efficiency. Nevertheless, manually translating free-text eligibility criteria 

into database queries is labor intensive and inefficient. To facilitate automated screening, free­

text eligibility criteria must be structured and coded into a computable format using controlled 

vocabularies. Named entity recognition (NER) is thus an important first step. In this study, we 

evaluate 4 state-of-the-art transformer-based NER models on two publicly available annotated 

corpora of eligibility criteria released by Columbia University (i.e., the Chia data) and Facebook 

Research (i.e.the FRD data). Four transformer-based models (i.e., BERT, ALBERT, RoBERTa, 

and ELECTRA) pretrained with general English domain corpora vs. those pretrained with 

PubMed citations, clinical notes from the MIMIC-III dataset and eligibility criteria extracted 

from all the clinical trials on ClinicalTrials.gov were compared. Experimental results show that 

RoBERTa pretrained with MIMIC-III clinical notes and eligibility criteria yielded the highest 

strict and relaxed F-scores in both the Chia data (i.e., 0.658/0.798) and the FRD data (i.e., 

0.785/0.916). With promising NER results, further investigations on building a reliable natural 

language processing (NLP)-assisted pipeline for automated electronic screening are needed.
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1 INTRODUCTION

Clinical trials, which generate gold standard evidence for advancing science and developing 

effective treatments, often fail to recruit sufficient patients or suffer from delayed patient 

accrual, leading to (1) trial failures, and (2) potential low population representativeness [6, 

16]. Since the Health Information Technology for Economic and Clinical Health (HITECH) 

Act was signed into law in 2009, electronic health record (EHR) systems have been rapidly 

adopted by more than 95% healthcare providers in the United States [1]. Identifying trial 

eligible patients from EHRs (i.e., electronic screening) for targeted recruitment has been 

shown to improve recruitment efficiency [13]. In clinical trials, eligibility criteria are used 

to characterize the patients who would be considered for the study; thus, the first step 

in electronic screening is to translate trial eligibility criteria into computable database 

queries against clinical databases. Nevertheless, eligibility criteria are free text and poorly 

standardized (not using controlled vocabularies), making development of corresponding 

database queries labor intensive and error prone. Natural language processing (NLP) is a key 

technology to help translate free-text eligibility criteria into EHR-based cohort identification 

queries for targeted recruitment.

To transform free-text eligibility criteria to a structured format, the first necessary step to 

perform named entity recognition (NER), and then map the named entities to concepts 

in controlled vocabularies based on their corresponding data domains in EHRs (e.g., 

conditions, medications, laboratory tests, and procedures). Even though a number of 

criteria parsers were developed before (e.g., [5, 17]), most of them are rule-based systems; 

it is not until recently that machine-learning-based NLP methods were employed (e.g., 

Criteria2Query, a system that parses trial criteria according to the widely used Observational 

Medical Outcomes Partnership (OMOP) common data model for EHRs [19]). Nonetheless, 

the performance of these existing systems is suboptimal, likely due to the limitations of 

using small training data and less powerful NER models. Recently, two large datasets 

with expert-annotated eligibility criteria were made publicly available: the Chia data (with 

1000 trials) [9] and the Facebook Research data (FRD, with 3314 trials) [14]. Further, 

recent advancements in deep-learning based NLP models, especially the transformers, have 

shown remarkable state-of-the-art (SOTA) performance in biomedical NER tasks [4]. In this 

project, we benchmarked 4 SOTA transformer-based NER models pretrained with different 

corpora on the task of named entity recognition for eligibility criteria parsing using the two 

new annotated eligibility criteria datasets.

2 RELATED WORK

Previously, a number of NLP systems were developed to parse free-text clinical trial 

eligibility criteria. Earlier systems such as EliXR [17], EliXR-Time [17], ValX [5], and 

ERGO [15] are rule-based and/or ontology-based systems, which often have high precision 

but low recall, due to the limited coverage of the predefined rules and ontologies. Recent 

more robust systems including ELIIE [8] and Criteria2Query [19] use machine learning 

based NER models such as conditional random fields (CRF) and then combine with 

rule-based methods for negation detection, relationship extraction, and logic detection. No 

existing system explored recent SOTA transformer-based NER models for eligibility criteria 
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parsing. Previously, these transformer-based models were benchmarked for clinical concept 

extraction from clinical narratives with SOTA performance [18].

3 METHODS

3.1 Problem Definition

Our goal is to perform NER of clinical trial eligibility criteria and recognize their entity 

types (e.g., condition, drug, procedure). Trial eligibility criteria are often partial sentences, 

e.g., “Diagnosed with COVID-19 pneumonia by RT-PCR” (from trial NCT04445272), 

where two named entities: “COVID-19” (Entity type: Condition) and “RT-PCR” (Entity 

type: Measurement) can be extracted. The NER task of this study is to recognize both the 

entities as well as their entity types in the criteria.

3.2 Model Description

We explored 4 widely-used SOTA transformer-based models including BERT, ALBERT, 

RoBERTa, and ELECTRA. BERT is a multilayer bidirectional transformer-based encoder 

model that can be pretrained with unlabelled data using masked language modeling and 

optimized by next sentence prediction [3]. ALBERT is a simplified version of BERT by 

reducing the token-embedding layer size and sharing parameters across all layers [10], and 

optimized using sentence-order prediction model. RoBERTa has the same architecture as 

BERT and is pretrained using a dynamic masked language modeling and optimized using 

strategies such as removing the next sentence prediction [11]. ELECTRA also has the same 

architecture as BERT but is pretrained using a strategy called replaced token detection [2].

We benchmarked these 4 models (1) pretrained with general English domain corpora, and 

(2) further pretrained with PubMed citations, clinical notes from the Medical Information 

Mart for Intensive Care III (MIMIC-III) database [7] and free-text eligibility criteria of 

clinical trials. The BERT, ALBERT, RoBERTa, and ELECTRA models are pretrained with 

general English domain corpora. The BERT-MIMIC, ALBERT-MIMIC, RoBERTa-MIMIC, 

and ELECTRA-MIMIC models are further pretrained with clinical notes (MIMIC-III) 

[7] based on the BERT, ALBERT, RoBERTa, and ELECTRA models. The BLUEBERT 

[12] model was a model further pretrained with PubMed abstracts and clinical notes 

(MIMIC-III) [7] based on the BERT model. Initial experiment showed the RoBERTa­

MIMIC model achieved the best performance. In order to investigate performance of 

models further pretrained with eligibility criteria, we further pretrained the RoBERTa­

MIMIC model with eligibility criteria extracted from more than 350,000 clinical trial 

summaries on ClinicalTrials.gov (i.e. the RoBERTa-MIMIC-Trial model). The Attention­

based Bidirectional Long Short-Term Memory model with a CRF layer (Att-BiLSTM-CRF) 

was used for trial eligibility criteria parsing [14] with the FRD data; thus, we used Att­

BiLSTM-CRF as the baseline in this study.

4 EXPERIMENTAL SETUP

4.1 Dataset Preparation

Two sets of annotated eligibility criteria data were used in our experiment: Chia and FRD.
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Chia: an annotated corpus of 12,409 eligibility criteria from 1,000 Phase IV trials in 

ClinicalTrials.gov [9]. It was annotated by two medical professionals and contains 41,487 

distinctive entities of 15 entity types that are aligned with the data domains in the OMOP 

common data model. As transformer-based models and Att-BiLSTM-CRF require non­

overlapping entity annotation, we retained the entity with largest text span when the original 

annotated entities overlap. We selected 11 major entity types in Chia and converted the 

annotations into the BIO format using SpaCy. We used 800 trials for training, 100 trials for 

validation, and 100 trials for testing. Table 1 shows the details of the Chia data.

FRD: an annotated corpus of about 50,000 eligibility criteria from 3,314 randomly selected 

trials in the United States [14]. It has 15 entity types as shown in Table 2. Unlike the Chia 

data, there were no overlapping entity annotations. Similarly, we used 80% (2,651 trials) for 

training, 10% (331 trials) for validation, and 10% (332 trials) for testing.

4.2 Model Implementations

For the transformer-based models for NER, we used the default implementation provided in 

[18]. For Att-BiLSTM-CRF, we used its implementation in [14] with their default setting, 

which uses word embeddings pretrained with FastText on trial description and eligibility 

criteria of over 300K trials from ClinicalTrials.gov as of May 2019. We evaluated model 

performance using precision, recall, and F1 based on both the strict matching criterion (i.e., 

exact match of both the entity type and entity with the gold-standard annotated entity) 

and relaxed criterion (i.e., only requires the predicted entity overlap with the gold-standard 

annotated entity).

5 EXPERIMENTAL RESULTS AND ANALYSES

5.1 Experimental Results

Table 3 and Table 4 show the performance of the transfomer-based NER models on the 

Chia and FRD datasets, respectively. All transformer-based models outperform the baseline 

Att-BiLSTM-CRF model on both datasets, even though Chia is much smaller than FRD. 

The RoBERTa-MIMIC-Trial model has the best strict-level F1-score and the best relax-level 

F1-score.

Table 5 and Table 6 shows the model performance by entity type on the best-performing 

RoBERTa-MIMIC-Trial model. In general, the entity types with more instances have 

better performance, while the entity types with the lowest F1-scores only have a handful 

of instances, i.e. “Pregnancy_considerations” in Chia and “technology_access” in FRD, 

respectively. When comparing the performance by entity type of the RoBERTa-MIMIC­

Trial model to other models, we found that it significantly improved the performance 

on certain entity types such as Measurement, Procedure, Value in Chia and ethnicity, 

technology_access in FRD.

In fact, when comparing the performance between the two datasets, models trained with 

FRD have consistently better performance than models trained with Chia data, even in the 

Att-BiLSTM-CRF baseline models (i.e., an F1 of 0.8862 in FRD vs. an F1 of 0.7201 in Chia 
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at relax-level). This may be attributed to the fact that FRD has much more data than Chia 

and deep learning based NER models require more data to achive optimal performance.

5.2 Error Analysis

Table 7 and Table 8 show the number of entities recognized in terms of strict match, 

relaxed match, and missed match by entity types in Chia and FRD for the best performing 

model (i.e. RoBERTa-MIMIC-Trial). Compared to FRD, the Chia data have considerably 

higher proportion of missed matched entities of all entity types, especially for Observation, 

Mood and Pregnancy_considerations. Further investigation was conducted to analyze the 

entities predicted in terms of relaxed match and missed match. Investigation of the 

incorrectly predicted entities revealed that most Observation and Mood entities in Chia 

are phrases that cannot be used to find patients in EHRs (i.e., uncomputable), while most 

Pregnancy_considerations entities contain long text that could be broken into multiple 

entities of different types. Most cases of miss-matched Observation and Mood entities were 

entities not recognized by the model, as illustrated in examples in Figure 1. Nonetheless, 

since these uncomputable entities missed by the model will not be used for developing 

database queries for finding potentially eligible patients, they have little impact on the utility 

of our approach for subsequent cohort identification. In other entity types, entities with long 

text spans or entities with a mixture of alphabets, numbers, and punctuations tend to be 

missed by the model, which is mainly due to the inherent limitation of NER models.

When we looked at the entities recognized using relaxed match in Chia, there are 4 major 

types of relaxed match predictions, as illustrated by the examples in Figure 2. The most 

frequent type is that the model recognized part of the annotated span as an entity and missed 

the qualifiers. For example, in inclusion criterion of trial NCT00317148, the condition “hot 

flushes” was recognized but its qualifier “moderate to severe” was not. The second type of 

relaxed match is that the predicted entity span is longer than the span of the corresponding 

annotated entity, as shown in the exclusion criterion of trial NCT01098383. In the third type, 

the model split the annotated entity into 2 or more entities of the same entity type. In the 

exclusion criterion from trial NCT00317148, the annotated entity “Body mass index (BMI)” 

was recognized as two entities of Measurement. In this case, the annotated entities usually 

contain punctuations such as parentheses or slash. The fourth type of relaxed match is that 

the annotated entity is predicted as entities of multiple entity types which contains at least 

one entity of the same type as the annotated entity. This can be seen in the example of 

an inclusion criterion from trial NCT01483118. In this case, the annotated long entity was 

often recognized as multiple entities, possibly of different types. Other relaxed match types 

include cases where two or more consecutive entities of the same type were recognized as 

one entity, or a combination of two or more of the 4 aforementioned relaxed match types.

6 DISCUSSION AND CONCLUSIONS

In this study, we evaluated 4 SOTA transformer-based NER models for parsing clinical 

trial eligibility criteria using two recent publicly available datasets, Chia and FRD. Our 

experiments showed that transformer-based models outperform the baseline Att-BiLSTM­

CRF model (i.e., the current STOA in eligibility criteria parsing) in all evaluation metrics. 
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Transformer-based models further pretrained with relevant clinical corpora such as clinical 

notes from MIMIC-III can improve their performance. Models further pretrained with 

eligibility criteria extracted from clinical trials can help to improve their performance 

further. These findings will advance the SOTA in the development of a reliable NLP­

assisted pipeline for automated electronic screening. Further, a fully end-to-end solution 

that can automatically translate free-text eligibility criteria to database queries may not 

be operational currently, given the ambiguity in both the free-text eligibility criteria and 

the EHR databases. For example, translating the criterion “Diagnosed with COVID-19 

pneumonia by RT-PCR” into database queries requires us to know (1) how COVID-19 

information of a patient is recorded in EHRs (i.e., represented by a diagnostic code and/or 

a positive PCR test), and (2) the temporal constraints of the criterion (i.e., diagnosed 

before the time of screening), both of which cannot be extracted from parsing the 

criterion alone. Thus, merely mapping COVID-19 to “Condition” domain and PCR to 

“Measurement” domain in OMOP will unlikely yield an accurate database query. Future 

investigations should not merely focus on the performance of the NLP pipeline, but how 

to consider human-in-loop to build a realistic and useful workflow to facilitate clinical 

trial investigators. All the codes and detailed results of this study can be found in https://

github.com/ctgatecci/Clinical-trial-eligibility-criteria-NER.
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Figure 1: 
Examples of missed match predictions in Chia for the best performing model (i.e. 

RoBERTa-MIMIC-Trial). (A: Chia Annotation, P: Prediction)
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Figure 2: 
Examples of relaxed match predictions in Chia for the best performing model (i.e. 

RoBERTa-MIMIC-Trial). (A: Chia Annotation, P: Prediction)
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Table 1:

Number of entities by type and by train/validation/test split in Chia

Entity Type Train Val. Test

Condition 8,927 1,057 1,098

Value 2,990 373 327

Drug 2,892 345 311

Procedure 2,602 282 320

Measurement 2,532 316 280

Temporal 2,456 247 266

Observation 1,381 127 180

Person 1,239 152 140

Mood 467 47 49

Device 275 35 41

Pregnancy_considerations 160 12 18

Total 25,921 2,993 3,030
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Table 2:

Number of entities by type and by train/validation/test split in FRD.

Entity Type Train Val. Test

treatment 24,504 2,746 3,204

chronic_disease 20,999 2,371 2,614

upper_bound 11,136 1,228 1,371

lower_bound 10,734 1,179 1,380

clinical_variable 10,439 1,152 1,424

cancer 7,436 826 933

gender 2,830 323 358

pregnancy 2,174 248 315

age 2,095 223 262

allergy_name 1,504 183 194

contraception_consent 1,301 130 169

language_fluency 391 44 47

bmi 235 25 24

technology_access 108 13 11

ethnicity 64 7 8

Total 95,950 10,698 12,314
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Table 7:

Number of entities recognized in terms of strict match, relaxed match and missed match by entity types in 

Chia for the best performing model (i.e. RoBERTa-MIMIC-Trial).

Entity Type Strict Relaxed Missed Total

Condition 865 139 94 1,098

Value 238 46 43 327

Procedure 204 53 63 320

Drug 246 37 28 311

Measurement 193 44 43 280

Temporal 168 45 53 266

Observation 44 20 116 180

Person 121 4 15 140

Mood 12 4 33 49

Device 28 6 7 41

Pregnancy_considerations 0 8 10 18

Sum 2,119 406 505 3,030
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Table 8:

Number of entities recognized in terms of strict match, relaxed match and miss match predictions by entity 

types in FRD for the best performing model (i.e. RoBERTa-MIMIC-Trial).

Entity Type Strict Relaxed Missed Total

treatment 2,482 473 249 3,204

chronic_disease 2,036 396 182 2,614

clinical_variable 1,087 156 181 1,424

lower_bound 1,190 130 60 1,380

upper_bound 1,154 156 61 1,371

cancer 731 132 70 933

gender 336 20 2 358

pregnancy 274 40 1 315

age 255 0 7 262

allergy_name 136 13 45 194

contraception_consent 134 24 11 169

language_fluency 37 8 2 47

bmi 21 2 1 24

technology_access 5 6 0 11

ethnicity 6 0 2 8

Sum 9,884 1,556 874 12,314
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