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Abstract

Practical constraints in rater-mediated assessments limit the availability of complete
data. Instead, most scoring procedures include one or two ratings for each perfor-
mance, with overlapping performances across raters or linking sets of multiple-choice
items to facilitate model estimation. These incomplete scoring designs present chal-
lenges for detecting rater biases, or differential rater functioning (DRF). The purpose
of this study is to illustrate and explore the sensitivity of DRF indices in realistic
sparse rating designs that have been documented in the literature that include differ-
ent types and levels of connectivity among raters and students. The results indicated
that it is possible to detect DRF in sparse rating designs, but the sensitivity of DRF
indices varies across designs. We consider the implications of our findings for prac-
tice related to monitoring raters in performance assessments.
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Researchers have documented a variety of methods for detecting rater effects in

rater-mediated assessments (Myford & Wolfe, 2003). Many of these studies have

either been conducted using complete data designs in which all of the raters scored

all of the performances on all components of the assessment, or researchers have not

reported the scoring design used to collect the ratings (see Wind & Peterson, 2017

for a review). In reality, practical constraints such as limited resources for rater sal-

aries and time for scoring in most operational rater-mediated assessments limit the
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possibility of complete data designs. Instead, operational procedures often involve

only one or two raters scoring each performance (Johnson et al., 2009). Such data

collection designs result in data that are missing by design, which is different from

the types of missing data that are more typically observed in selected-response

assessments (e.g., data that are missing at random; Little & Rubin, 2002) because the

missingness is planned before data are collected. In addition, in rater-mediated

assessments where it is only possible for one or two raters to score each performance,

the proportion of missing data is usually substantially larger (e.g., � 80%) than the

missingness that researchers have observed in selected-response assessments such as

multiple-choice (MC) educational assessments (up to around 50%, see Chen & Hwu,

2018; 20%, Zhang & Walker, 2008) and survey research (as low as 1% to 6%, see

McHorney et al., 1994, and up to around 50%, see Zwitser et al., 2017).

Even with these practical constraints, scoring designs can be constructed to facili-

tate estimates of student achievement that are adjusted for differences in rater sever-

ity by including systematic links or connections between raters (Engelhard, 1997;

Engelhard & Wind, 2018; Schumacker, 1999). For example, the top panel of Figure

1 (Link Type: Overlapping Performances) illustrates an incomplete data collection

design in which raters score performances in common with other raters. In the figure,

each row corresponds to a student performance and each column corresponds to a

rater. Cells marked with ‘‘X’’ indicate that the rater in the column scored the student

performance in the row, and blank cells indicate that the rater in the column did not

score the student performance in the row. In this design, connections are established

between raters because each of the raters scores student performances in common

with two other raters. For example, Rater 2 scored student performances in common

with Rater 1 and Rater 3, who scored student performances in common with Rater 2

and Rater 4, and so on. The design in Figure 1 shows two raters scoring each student

performance. In theory, more than two raters could score each performance as is pos-

sible given available resources. Examples of similar overlapping performances

designs in real data analyses of rater effects have been published in studies by

Barkaoui (2011) and Wind and Walker (2019).

The middle panel of Figure 1 (Link Type: Multiple-Choice Item Linking Set)

illustrates another incomplete design that can be used in rater-mediated assessments.

In this design, all of the students responded to a set of MC items, and either one or

two raters scored students’ constructed response (CR) performances. Even if limited

resources necessitate only one rating per student performance, connectivity is estab-

lished in this design because all of the students responded to all of the MC items. If

resources allow, the rating design can be constructed to include additional connectiv-

ity by including more ratings for each performance. This type of design has been

reported in previous research on rater-mediated assessments as a method to establish

connections between raters (Engelhard & Wind, 2013, 2018), and it is also common

in large-scale mixed-format assessments, such as the National Assessment of

Educational Progress assessments in the United States (National Center for Education

Statistics, n.d.).
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The bottom panel of Figure 1 shows a third type of incomplete rating design (Link

Type: Performance Link). In this design, all of the raters scored a common set of link-

ing performances for the purpose of establishing connectivity in the design. Similar

to the MC item design, either one rater or two raters scored each student performance.

Even if resources necessitate only one rating per student performance, connectivity is

Link Type: Overlapping Performances 
Student 

Performance Rater 1 Rater 2 Rater 3 Rater 4 … Rater i 

1 X X     

2  X X    

3   X X   

4    X X  

…     …  

n     X X 

Link Type: Multiple-Choice Item Linking Set  

Student  

MC Item Responses Constructed Response Performance 
Ratings 

Item 
1 

Item 
2 

Item 
3 

… Item 
l 

Rater 
1 

Rater 
2 

Rater 
3 

Rater 
4 … Rater 

i 
1 X X X X X X X*     

2 X X X X X  X X*    

3 X X X X X   X X*   

4 X X X X X    X X*  

… X X X X X     …  

n X X X X X     X X* 

Link Type: Performance Link 
Student 

Performance Rater 1 Rater 2 Rater 3 Rater 4 … Rater i 

Linking 

Performance 1 
X X X X X X 

Linking 

Performance 2 
X X X X X X 

Linking 

Performance 3 
X X X X X X 

… … … … … … … 

Linking 

Performance n X X X X X X 

1 X X*     

2  X X*    

3   X X*   

4    X X*  

…     …  

n     X X* 

 

Figure 1. Illustration of designs used in the simulation study.
Note. A blank cell indicates no observed response (missing by design). An ‘‘X’’ indicates a response or

rating for a given student/item or student/rater combination. In the conditions with one rating per

operational student, the cells marked with an asterisk (‘‘X*’’) were blank.
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established because all of the raters scored all of the linking performances. Additional

ratings could be added for each student performance as resources allow. Researchers

have reported this type of design in previous real data and simulation studies as a

method for establishing connectivity among a group of raters or as a method for eval-

uating rating quality. Specifically, performances can be included that have known

scores or other important characteristics; as a result, these performances can be used

to evaluate raters prior to or during operational scoring (e.g., Bergin et al., 2017;

Wind & Jones, 2018).

Connected designs such as those illustrated in Figure 1 are effective as a means

for estimating student achievement in sparse rater-mediated assessment networks

(Wind & Jones, 2017, 2019a). However, they present some challenges for effectively

detecting rater effects, such as rater bias (i.e., differential rater functioning [DRF]).

Although researchers have proposed indicators of rater effects that can be accurately

detected with complete data designs (Engelhard, 1994; Myford & Wolfe, 2004;

Wolfe & McVay, 2012), other researchers (e.g., Wind & Guo, 2019) have documen-

ted the challenges in detecting rater effects in incomplete scoring designs such as

those illustrated in Figure 1. In addition, researchers have compared the sensitivity of

indicators of rater centrality and rater severity under designs with different propor-

tions of missing data (e.g., Stafford et al., 2018), but they have not systematically

considered the sensitivity and specificity of indices of DRF (i.e., rater bias) in these

contexts. Understanding the extent to which it is possible to identify raters who exhi-

bit DRF is an important component of fairness for operational assessment procedures.

Rater Effects and Sparse Designs

Rater effects, or the tendency for raters to give ratings that are different from those

that are warranted given examinee locations on a construct, are a well-documented

issue in performance assessment (Myford & Wolfe, 2003). Commonly reported rater

effects include rater severity/leniency, raters’ tendency to limit their ratings to a sub-

set of the available categories (e.g., central tendency or extremism), and DRF (Eckes,

2015; Myford & Wolfe, 2003; Wind, 2018; Wolfe & McVay, 2012). Rater effects

arise for a number of reasons, including raters’ level of scoring experience or training,

fatigue and attention lapses, deficiencies of knowledge in the area being assessed, or

their personal beliefs conflict with the scoring rubric (Wolfe et al., 1999). Among

rater effects, DRF, or the tendency for raters to exhibit systematic differences in

severity between construct-irrelevant subgroups of examinees (Engelhard, 2008) after

controlling for examinee and rater locations on the latent variable is particularly con-

cerning. DRF is analogous to differential item functioning (DIF), which occurs when

there is a systematic difference in item difficulty between construct-irrelevant sub-

groups that persists after controlling for examinee and item locations on the latent

variable (Gamerman et al., 2018). In contrast to rater severity/leniency effects, or sys-

tematic differences in rater severity across raters that are constant between subgroups
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of performances, which can be controlled using statistical adjustments (Wind &

Jones, 2019b), adjustments cannot be directly made to control for DRF. Accordingly,

DRF presents a substantial threat to fairness in rater-mediated assessments.

Similar to DIF analyses for selected-response items (e.g., MC items), researchers

who study rater-mediated performance assessments frequently use DRF analyses to

identify raters who exhibit systematically different severity levels between construct-

irrelevant subgroups of examinees (e.g., Kondo-Brown, 2002; Schaefer, 2008). In

addition, researchers have discussed a variety of issues related to identifying DRF. In

most of these previous studies, researchers have used methods based on interactions

between rater severity and student subgroups (e.g., a many-facet Rasch modeling

approach with an interaction between two facets) or two-sample hypothesis tests

(e.g., Wright and Stone t tests; Wright & Stone, 1979) to identify raters who exhibit

DRF between pairs of examinee subgroups (e.g., Eckes, 2015; Kondo-Brown, 2002;

Wesolowski et al., 2015; Wind & Sebok-Syer, 2019). Most of the previous studies in

which researchers have identified DRF have been conducted in the context of rater-

mediated performance assessments with complete data (Bonk & Ockey, 2003;

Kondo-Brown, 2002; Schaefer, 2008; Wesolowski et al., 2015). In these contexts,

researchers have not reported challenges in detecting DRF when it occurs. However,

researchers have not fully considered the sensitivity and specificity of DRF indices

in combination with sparse rating designs.

When researchers have considered issues of sparse designs in performance assess-

ments, they have focused on the impact of the proportion of missing data (Stafford

et al., 2018) or the size of linking sets of common examinee performances (Wind &

Jones, 2017, 2019a). Specifically, Stafford et al. (2018) considered the sensitivity and

specificity of indicators of rater severity and rater centrality in rating designs where

different proportions (5%, 10%, 20%, or 100%) of examinee performances were

scored by two raters, with a linking set (called a ‘‘validity set’’ by these authors) of

50 performances that all raters scored. With the examinee sample size fixed to N =

2,000 and the rater sample size fixed to N = 100, these researchers found that it was

possible to accurately detect rater severity and rater centrality regardless of the rating

design that they investigated. Taking a somewhat different approach in two related

studies, Wind and Jones (2017, 2019a) examined the impact of rater effects and the

size and compositions of linking sets on the accuracy of examinee achievement esti-

mates. These authors found that examinee achievement could be relatively accurately

estimated with only a small (N = 3) linking set of examinee performances, even when

the linking set included psychometric issues such as examinee misfit.

In other studies on sparse designs in performance assessments, researchers have

considered the recovery of student achievement parameters under crossed, nested,

and spiral scoring designs in simulated conditions with 16,000 examinees (Hombo

et al., 2001). Hombo et al. observed that nested designs were more susceptible to

rater severity effects and thus resulted in potentially inaccurate examinee achieve-

ment estimates compared with other designs, but that spiral rating designs were fairly

robust to severity effects, at least in terms of the of precision in examinee
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achievement estimates. In all of these studies, the researchers found that it is possible

to obtain relatively accurate estimates of student achievement even when there are

limited observations of each student and very few (e.g., N = 3) common observations

across raters. Other researchers (e.g., Wind & Guo, 2019) have documented chal-

lenges in detecting rater effects when there are limited observations of each rater and

each student due to the scoring design. In the current study, we provide additional

insight into procedures for detecting DRF in sparse rating designs.

Purpose

The purpose of this study is to illustrate and explore the sensitivity of DRF indices in

sparse rating designs that have been documented in the literature that include differ-

ent types and levels of connectivity among raters and students. Specifically, we

focused on the three types of rating designs that we illustrated in Figure 1, because

those designs have been reported in previous real data and simulation study research

on rater-mediated assessments. The following major research questions guide the

study:

1. To what extent can DRF indices detect raters who exhibit DRF in data collec-

tion designs in which two raters score each performance, and raters score per-

formances in common with other raters?

2. To what extent can DRF indices detect raters who exhibit DRF in data col-

lection designs in which all students respond to a common set of MC item

responses?

a. When a linking set is used, to what extent does the sensitivity of DRF

indices change when one rater or two raters score each performance?

3. To what extent can DRF indices detect raters who exhibit DRF in data col-

lection designs in which all raters score a common set of student

performances?

a. When a linking set is used, to what extent does the sensitivity of DRF

indices change when one rater or two raters score each performance

outside of the linking set?

Although there is a large body of literature on rater effects and rating designs,

researchers have not fully considered issues related to detecting DRF in the presence

of relatively large proportions of missing data that occur when common rating

designs, such as those illustrated in Figure 1, are used. Our study offers an initial

exploration into this topic.

Method

We used a simulation study because it allowed us to manipulate the data collection

designs and the presence of DRF beyond what would be reasonable with real data.
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We used base programming in R (R Core Team, 2020) to generate data using the

dichotomous Rasch model (Rasch, 1960/1980) and the Rating Scale (RS) model

(Andrich, 1978) formulation of the Many-Facet Rasch (RS-MFR) model (Linacre,

1989). In the conditions with MC items, we simulated student responses to those

items using the dichotomous Rasch model (Rasch, 1960/1980):

ln
Pnj x = 1ð Þ
Pnj x = 0ð Þ

� �
= un � dj: ð1Þ

In Equation (1), un is the location of student n on the construct (i.e., achievement), dj

is the difficulty of item j on the logit scale (i.e., item difficulty), and Pnj(x = 1) is the

probability for a correct response (x = 1) by student n on item j. Next, in all of the

conditions, we used the RS–MFR model to generate CR item ratings in five ordered

categories (x = 0, 1, 2, 3, 4) on four analytic rubric domains:

ln
Pnimgj x = kð Þ
Pnimgj x = kð Þ

� �
= (un � bi � lm � mg � tk)� lmmg: ð2Þ

In Equation (2), bi is the difficulty of domain i on the logit scale, lm is the severity

estimate for rater m on the logit scale, mg is the logit-scale location for subgroup g,

and tk is the difficulty of category k relative to category k2 1 specific to rater m.

Finally, the model includes an interaction between rater and subgroup locations

(lmmg), which is necessary to estimate DRF.

We generated 500 replications of each of the simulation conditions illustrated in

Table 1. To keep the simulation manageable, we held several characteristics constant

over conditions. First, we used a constant ratio of 20 students to one rater in all condi-

tions. We used this ratio to reflect operational rater-mediated assessment programs in

which there are typically many more students than raters (e.g., Georgia Department

of Education, 2015). Next, we used the same generating distribution for student

achievement parameters in all conditions: u ~ N(0, 1); this value reflects the distribu-

tions of student achievement parameters that other researchers have reported in real

data studies of performance assessments (e.g., Eckes, 2015) as well as in several

simulation studies (e.g., Wolfe & McVay, 2012). We used the same generating distri-

bution for student achievement parameters for the focal and reference subgroups. To

generate rater severities, we used a relatively narrow distribution: u ~ N(0, 0.25); we

used this distribution to reflect high-stakes performance assessments in which raters

are often highly trained and exhibit relatively little variation in severity compared

with the variation in student achievement (Raczynski et al., 2015). We used a fixed

set of difficulty values on the logit scale for the four domains: d1 = 20.5, d2 = 20.25,

d3 = 0.25, d4 = 0.5; we selected these values such that the mean domain difficulty

would be equal to zero and to reflect operational performance assessments in which

researchers reported similar ranges of domain difficulty (Gyagenda & Engelhard,

2009). Finally, we used the same distribution of b ~ N(0, 0.5) to generate item diffi-

culty parameters for the MC items.
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We manipulated several factors to create simulation conditions. We used three stu-

dent sample sizes: N = 200, N = 500, and N = 1,000 to reflect a range of performance

assessment systems: Researchers have reported similar sample sizes in previous real

data studies (Brown et al., 2004; Duckor et al., 2014; Raczynski et al., 2015; Wolfe

et al., 2010) as well as in simulation studies (Marais & Andrich, 2011; Wolfe et al.,

2014; Wolfe & McVay, 2012; Wolfe & Song, 2015) related to rater effects in rater-

mediated assessments.

We also simulated three different rating designs to reflect different procedures for

establishing connectivity in sparse rating designs that researchers have reported in

previous real-data studies of rater effects, as we discussed in the introduction section

of this article and illustrated in Figure 1. Specifically, we simulated an overlapping

performances design, as reported in studies such as Barkaoui (2011) and Wind and

Walker (2019). Second, we simulated an MC item link design similar to the design

reported by Engelhard and Wind (2013, 2018) and in many large-scale mixed-format

assessments (e.g., National Center for Education Statistics, n.d.). To reflect the possi-

bility that student performance on MC items and CR items may be influenced by dif-

ferent ancillary skills (e.g., guessing or test-wiseness for MC items and handwriting

or language-related idiosyncrasies for CR items; e.g., Abedi & Lord, 2001) and pre-

vious studies in which researchers have reported achievement differences between

student subgroups related to item format (e.g., Reardon et al., 2018), we varied the

correlation between the student achievement parameters (u) that we used to generate

student responses to the MC items using Equation (1)—(uMC) and the CR item rat-

ings (uCR). We set the correlation between these generating parameters (ruMC, uCR) to

be equal to ruMC,uCR = 0.30, ruMC,uCR = 0.50, ruMC, uCR = 0.70, or ruMC, u = 0.90. We

selected these values to reflect a relatively wide range of possible correlations that

included extremes in order to provide insight into the impact of this variable on the

detection of DRF. These values also reflect the observed and latent correlations that

Bridgeman and Lewis (1994) reported between MC and CR item responses. Finally,

we simulated a performance link design similar to the designs reported by Bergin

et al. (2017) and Wind and Jones (2018). In the performance link design, all of the

raters scored a common set of 5, 10, or 20 ‘‘linking performances’’ outside of the

regular operational scoring design. We simulated ratings on the linking performances

using the same distribution for the generating student achievement parameters, rater

severities, domain difficulties, and rating scale category thresholds as the operational

performances.

To create simulation conditions that reflect operational assessment systems, we

further manipulated the design of the conditions with an MC link or performance

link to include either one rating per student or two ratings per student outside of the

link. The conditions with only one rating per student reflect large-scale performance

assessment systems where a single rater’s judgment is used to evaluate student per-

formance on a CR task (e.g., the NAEP assessments in the United States; National

Center for Education Statistics, n.d.). The conditions with two ratings per student

reflect assessment systems where two raters score student performances, such as
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many state- or district-level assessments in the United States (e.g., Wind & Walker,

2019). In addition to reflecting practical assessment settings, these designs also

allowed us to compare the sensitivity of DRF indices with one or two rater judg-

ments per student performance.

The final variable that we manipulated in our simulation design was the proportion

of raters who we simulated to exhibit DRF. To reflect previous real data studies in

which researchers have reported that a relatively small proportion of raters tends to

exhibit DRF (Kondo-Brown, 2002; Schaefer, 2008; Wesolowski et al., 2015; Winke

et al., 2012), we simulated either 0% or 10% of the raters (rounded to the nearest inte-

ger) to exhibit DRF in our design; we refer to the raters who we simulated to exhibit

DRF as ‘‘DRF raters.’’ In the 10% DRF conditions, this specification resulted in 1

DRF rater, 3 DRF raters, or 5 DRF raters in the conditions with 200 students, 500 stu-

dents, and 1,000 students, respectively. We randomly selected the DRF raters from

the rater sample in each replication. To generate DRF, we added a constant value of

0.50 logits to the generating rater severity parameter for the DRF raters when we

simulated their ratings of students in the reference subgroup but used their originally

generated severity parameters to simulate their ratings for the focal subgroup.

Data Analysis

We analyzed each of our simulated data sets using the Facets software program

(Linacre, 2015). In the conditions that only included polytomous ratings (overlapping

performances and performance link designs), we used the RS-MFR model to analyze

the data. In the conditions with MC item responses, we fit the dichotomous Rasch

model to the MC items and the RS-MFR model to the CR items in a single, combined

analysis. As part of the Facets analysis, we calculated estimates for each rater that

reflect the difference in their severity between student subgroups (i.e., DRF). These

contrast estimates are reported on the same logit scale as rater severity, and they are

equivalent to the difference between rater response functions (similar to item response

functions) between subgroups (Raju, 1988). In the Facets software program, the bias/

interaction procedure includes a post hoc analysis in which rater locations are esti-

mated separately for the specified subgroups and then the estimates are equated so

that they can be directly compared. We compared rater contrast estimates between the

raters who we simulated to exhibit DRF (‘‘DRF raters’’) and the raters who we did

not simulate to exhibit DRF (‘‘non-DRF raters’’) in each simulation condition.

Results

Figures 2 through 4 illustrate the average rater contrasts (bias estimates) for the DRF

raters and non-DRF raters in the conditions in which we simulated a design with

overlapping ratings, an MC link, and a performance link, respectively. In each figure,

the y-axis shows the average value of the rater contrast, and the conditions are

ordered along the x-axis. The open triangle markers show the DRF rater contrasts
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and the solid circle markers show the non-DRF rater contrasts. Error bars are used to

show the standard deviation of the contrasts over replications of the simulation con-

ditions. These results are also presented numerically in the appendix. In all of the

simulation conditions, the average contrast for the DRF raters was notably higher

than the average contrast for the non-DRF raters. Furthermore, the results indicated

similar overall average contrasts for the DRF raters and the non-DRF raters across

sample sizes. We discuss the results for each design in turn in this section.

Design With Overlapping Performances Across Raters

Figure 2 and Table A1 in the appendix show estimates of DRF contrasts for the DRF

raters and the non-DRF raters in the overlapping performances design conditions.

Across sample sizes, the average DRF rater contrast in these conditions was close to

0.5 (0.45 �M� 0.51). The average value for the non-DRF rater contrast was lower

(0.12 �M� 0.16)—indicating that there was a notable difference in contrasts

between the DRF raters and the non-DRF raters with this rating design.

Design With Multiple-Choice Item Linking Sets

Figure 3 and Table A2 in the appendix show estimates of DRF contrasts from the

simulation conditions with MC item linking sets. We observed similar patterns in the

results for all three sample sizes. Specifically, the average DRF rater contrasts were

notably lower in the conditions with one rater per student performance (0.23 �M�
0.55) compared to the conditions with two raters per performance (0.45 �M�
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Figure 2. Estimates of differential rater functioning (DRF) for raters simulated to exhibit
DRF and raters not simulated to exhibit DRF for the overlapping performances design.
Note. The open triangle markers show the DRF rater contrast, and the solid circle markers show the

non-DRF rater contrast. The results are ordered by condition across the x-axis, organized by proportion

of DRF and student sample size.
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Figure 3. Estimates of differential rater functioning (DRF) for raters simulated to exhibit
DRF and raters not simulated to exhibit DRF for the overlapping performances design.
Note. Each plot shows DRF rater contrasts for a separate student sample size. The open triangle markers

show the DRF rater contrast, and the solid circle markers represent non-DRF rater contrast. In each

plot, the results are ordered by condition across the x-axis, organized by the correlation between

multiple choice (MC) and constructed response (CR) responses, the proportion of DRF, link size, and the

number of ratings per performance.
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0.64). Moreover, in the conditions with one rater per performance, the DRF rater

contrasts were lower than those in the overlapping performances design conditions;

however, when two raters scored each performance, the DRF rater contrasts were

comparable to or slightly higher than those in the overlapping performances design

conditions (see Table A2 in the appendix).

The size of the MC item linking set had a stronger effect on the average DRF rater

contrast in the conditions with one rater per performance compared to the conditions

with two raters per performance. In the conditions with one rater per performance

and a five-item linking set, the average DRF rater contrast was only slightly higher

(0.23 �M� 0.29) compared to the average non-DRF rater contrast (0.13 �M�
0.15). Within these one-rater-per-performance conditions, the magnitude of the aver-

age DRF rater contrast, as well as the difference in the average contrast between the

DRF raters and the non-DRF raters increased as the MC item link size increased to

10 items (DRF raters: 0.31 �M� 0.42; non-DRF raters: 0.16 �M� 0.20) and 20

items (DRF raters: 0.36 �M� 0.51; non-DRF raters: 0.19 �M� 0.27). However,

in the conditions with two raters per performance, the average DRF rater contrasts

increased only slightly as the size of the MC item linking set increased from five

items (0.45 �M� 0.58) to 10 items (0.46 �M� 0.59) and 20 items (0.49 �M�
0.64). In all of these conditions, the non-DRF rater contrasts were similar and notably

lower than the DRF rater contrasts (0.12 �M� 0.16).

With regard to the correlation between the theta parameter that we used to gener-

ate the MC responses and CR item ratings (ruMC,uCR), the DRF rater contrasts tended
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Figure 3. (continued)
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to increase as the correlation increased. We observed this pattern consistently in the

conditions with one or two raters per performance.

Designs With a Performance Link

Figure 4 and Table A3 in the appendix show the contrast results for the conditions

with a performance link design. When one rater scored each performance, the average

contrasts for the DRF raters as well as the non-DRF raters were equal to zero, indicat-

ing that this statistic did not detect any differences in rater severity. When two raters

scored each performance, the average contrast for the DRF raters was much higher,

ranging from 0.46 �M� 0.51 across sample sizes. These values were comparable

to those that we observed in the MC link conditions with two raters per performance

(see Table A3 in the appendix) and, in most conditions, they were slightly higher than

the conditions with the overlapping performances design (see Table A2 in the appen-

dix). In these conditions, the size of the linking set had only a small effect on the

magnitude of the DRF rater contrast.

Discussion

There is a large body of research on rater effects, including DRF, in which numerous

authors have proposed frameworks and indices for detecting and classifying DRF in per-

formance assessments (e.g., Eckes, 2015; Engelhard & Wind, 2018; Myford & Wolfe,

2003). In addition, researchers have considered several issues related to data collection

designs for performance assessments and the issue of detecting rater effects under these

different designs (Myford & Wolfe, 2000; Stafford et al., 2018; Wind & Jones, 2019a).

However, researchers have not used a simulation study to systematically consider differ-

ences in the sensitivity and specificity of DRF indices under different data collection

designs. To our knowledge, ours is the first study that used a simulation approach to sys-

tematically examine the sensitivity and specificity of DRF indices under different data

collection designs that have been reported in previous research.

Overall, our findings suggest that the sensitivity of DRF indices in sparse rater-

mediated assessment networks varies substantially across data collection designs.

In the following paragraphs, we discuss our findings in more detail as they relate

to the research questions and in terms of their practical implications. We conclude the

article with a consideration of the limitations of our study and corresponding direc-

tions for future research.

Overlapping Performances Design

Our first research question asked about DRF detection in data collection designs in

which two raters scored each performance, and raters scored performances in com-

mon with other raters in order to ensure connectivity in the data. Researchers have
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Figure 4. Visual display of estimates of differential rater functioning (DRF) for raters simulated
to exhibit DRF and raters not simulated to exhibit DRF for the performance link designs.
Note. The open triangle markers represent the DRF rater contrast, and the solid circle markers represent

non-DRF rater contrast. In each plot, the results are ordered by condition across the x-axis, organized by

the proportion of DRF, link size, and the number of ratings per performance.

1010 Educational and Psychological Measurement 81(5)



reported this type of design in performance assessments in which rater monitoring

procedures are used because it allows for direct comparisons between raters (e.g., in

rater agreement analyses) and it also facilitates estimation of rater severity indepen-

dent of student achievement (e.g., in an MFR model analysis). We observed a nota-

ble difference in the average DRF rater contrasts and the average non-DRF rater

contrasts in these conditions, regardless of student sample size. In addition, the DRF

contrasts were quite close to the simulated value of 0.5 logits; this result indicates

that the overlapping performances design is relatively accurate for identifying raters

who exhibit DRF. However, in the smallest sample size condition (n = 200) the aver-

age DRF rater contrasts were lower than the value of 0.5 logits that some researchers

have used as a critical value for identifying raters who exhibit DRF (e.g., Wolfe &

McVay, 2012). This result suggests that it may be useful to use the relative ordering

of rater contrasts, rather than critical values (e.g., 0.5 logits) to identify raters who

may be exhibiting DRF in this type of sparse data collection design for rater-

mediated assessments. Specifically, we observed that when incomplete scoring

designs, such as those included in our study, are used to collect data for performance

assessments, rater contrasts between examinee subgroups may not be accurately esti-

mated, especially in situations where only one rater scores each performance. As a

result, if analysts used a critical value of 0.5 logits (or any other critical value), they

might erroneously conclude that certain raters do not exhibit DRF when they do. In

practice, analysts could identify raters who exhibit relatively large contrasts between

subgroups and examine their rating patterns between subgroups in more detail to

determine whether additional steps (e.g., rater remediation or re-scoring) are needed

to minimize threats to fairness. For example, analysts could conduct DRF analyses

using the approach illustrated in this study to identify raters with the largest absolute

contrast estimates between examinee subgroups of interest. Then, graphical displays

or numeric summaries of residuals (Wells & Hambleton, 2016; Wind & Sebok-Syer,

2019) could be examined for the raters of interest to identify any systematic patterns

of unexpected ratings related to examinee subgroups. Findings of systematically

lower, higher, or otherwise unexpected ratings associated with a particular examinee

subgroup could provide direction for additional rater training, re-scoring examinee

responses, and revision to the scoring materials.

Our second research question asked about the effect of including student responses

to a common set of MC items on the sensitivity of DRF indices. To address this

research question, we created simulation conditions in which we generated student

responses to a set of dichotomously scored MC items (N = 5, N = 10, or N = 20) in

addition to the CR item ratings. Recognizing previous studies in which researchers

have documented achievement differences between subgroups related to item format

(e.g., Reardon et al., 2018), we specified the generating theta parameters for the MC

item responses to be correlated at varying degrees with the theta parameters that we

used to generate CR item ratings (ruMC, uCR = 0.3, ruMC, uCR = 0.5, ruMC, uCR = 0.7, or
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ru MC, uCR = 0.9). With this design, we included simulation conditions in which either

one or two raters scored each performance.

When one rater scored each performance, the DRF indices were less distinct

between the DRF raters and the non-DRF raters compared with the designs in which

two raters scored each performance. However, when we included a linking set of 20

MC items and when there was a moderate-to-strong correlation between the generat-

ing parameters for responses to the MC items and the CR item ratings, the results

were comparable to the designs in which two raters scored each performance and no

linking set was used (overlapping performances design) and a five-item or ten-item

MC linking set was used.

These results have some practical implications for evaluating DRF in performance

assessments. First, our finding of comparable results between designs with one rater

per performance and a 20-item MC linking set and designs with two raters per perfor-

mance suggest that if practical constraints require only one rating per student perfor-

mance, including a linking set of MC items may help facilitate the detection of DRF.

Moreover, these results suggest that including a relatively small set of MC items may

help improve the accuracy of DRF detection, even if the MC items and the CR tasks

reflect somewhat different constructs. Relatedly, our findings have implications for

rater monitoring in mixed-format assessments. When assessments include both MC

items and CR items, our findings indicate that it may be helpful to include students’

MC item responses with rater judgments when evaluating DRF, rather than evaluat-

ing rater judgments separately from the MC item sections of the assessment.

Designs With a Performance Link

Our third research question asked about the impact of including a linking set of stu-

dent performances on the sensitivity of DRF indices, and the degree to which this

sensitivity was comparable to that of a design without the linking set. To address this

research question, we created simulation conditions in which we generated an addi-

tional 5, 10, or 20 performances that all of the raters scored. As we did in the MC

item link conditions, we simulated either one or two raters to score each student per-

formance outside of the linking set.

When only one rater scored each student performance, the performance link did

not facilitate the accurate detection of DRF. When two raters scored each perfor-

mance, the DRF indices were quite close to the simulated value of 0.50—indicating

relatively accurate DRF detection. In addition, the average values of the DRF indices

were quite similar in these conditions compared with those with overlapping perfor-

mances. In terms of practical implications, these results suggest that including a com-

mon set of performances that all raters score in designs where it is only possible for

one rater to score each operational performance may be useful for facilitating the

estimation of student achievement and rater severity, but it is not effective as a means

for identifying DRF, at least under the conditions included in our study. Our results

suggest that when a performance link is used as a means to improve connectivity
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between raters, it is still necessary for two raters to score each operational perfor-

mance to accurately detect DRF.

Limitations and Directions for Future Research

We examined the use of rater contrast estimates between subgroups as an indicator of

DRF in specific types of sparse rating designs that researchers have documented in

previous studies on rater-mediated assessments. We used a simulation study with lim-

ited conditions that provided a focused exploration of the sensitivity and specificity

of these DRF indices in conditions that reflect some practical settings. Additional

research is needed to understand the degree to which similar findings would occur in

assessments that have different characteristics, including different rating designs, dif-

ferent magnitudes of DRF, different sample sizes, different scale lengths, and other

characteristics.

With regard to the data collection designs, it is worth noting that we focused on

specific data collection designs in which data were missing by design in systematic

ways rather than manipulating the overall proportion of missing data to take on a

wide range of values (e.g., Stafford et al., 2018). We focused on specific rating

designs so that our simulated data would more accurately reflect practical settings

where at most two raters score each performance, and connectivity is built in to the

data collection design in a systematic fashion.

It is also important to note that our analysis focused on the overall magnitude of

rater contrasts as an indicator of DRF, rather than using a classification approach in

which critical values (e.g., 0.5 logits) are used empirically to sort raters into groups

of ‘‘DRF raters’’ and ‘‘non-DRF raters.’’ It may be useful to use critical values to

classify raters in this way in some contexts. However, we recognize that the practical

consequences of DRF vary across assessment settings: Whereas differences in rater

severity between subgroups that exceed 0.5 logits may have notable consequences in

one context, another may warrant identifying raters whose severity differs by a

smaller or a larger critical value. We encourage researchers and practitioners to con-

sider the potential consequences of DRF specific to their assessment context to

inform their interpretation of DRF indices. In future studies, researchers could use

different critical values to explore DRF in sparse designs from a classification

perspective.

Conclusion

Methods to accurately identify DRF or a lack of DRF are critical to the fairness of

rater-mediated performance assessments. When researchers and practitioners use var-

ious data collection designs, it is essential that they are aware of the implications of

their data collection procedures on the ability to identify raters who may be exhibiting

DRF. Our study offered some insight into the sensitivity and specificity of rater con-

trast estimates between subgroups of performances as an indicator of DRF when
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several popular sparse rating designs are used. Overall, our findings suggest that it is

possible to detect DRF in sparse rating designs, but the sensitivity of DRF indices

varies across rating designs. Given these differences, we offered several practical sug-

gestions that researchers and practitioners can implement in rater-mediated assess-

ments to improve the accurate detection of DRF.

Appendix

Table A1. Estimates of Differential Rater Functioning (DRF) for Raters Simulated to Exhibit
DRF and Raters Not Simulated to Exhibit DRF for the Overlapping Performances Design.

Link type
Student

sample size
Link
size

Proportion
DRF

DRF rater
contrast

Non-DRF
rater contrast

M SD M SD

Overlapping
performances

200 N/A 0.00 — — 0.12 0.04

0.10 0.45 0.16 0.14 0.04
500 N/A 0.00 — — 0.12 0.02

0.10 0.51 0.17 0.16 0.03
1000 N/A 0.00 — — 0.12 0.02

0.10 0.51 0.13 0.15 0.02

Note. The values in the cells are estimates of the difference in rater severity between the reference and

focal subgroups, calculated such that positive values indicate higher average ratings (less severe) for the

reference subgroup compared with the focal subgroup. We did not calculate DRF rater contrast

estimates in the conditions with no simulated DRF because there were no DRF raters in those

conditions; these cells are marked with ‘‘—’’. N/A = not applicable.
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Table A2. Estimates of Differential Rater Functioning (DRF) for Raters Simulated to Exhibit
DRF and Raters Not Simulated to Exhibit DRF for the Multiple-Choice Link Designs.

Student
sample size

Number of raters
per student
performance

Link
size

Proportion
DRF

Link
correlation

DRF rater
contrast

Non-DRF rater
contrast

M SD M SD

200 1 5 0.00 0.30 — — 0.15 0.04
0.50 — — 0.14 0.03
0.70 — — 0.14 0.03
0.90 — — 0.13 0.03

0.10 0.30 0.23 0.16 0.15 0.04
0.50 0.25 0.16 0.14 0.04
0.70 0.25 0.15 0.14 0.03
0.90 0.25 0.15 0.13 0.03

10 0.00 0.30 — — 0.20 0.05
0.50 — — 0.19 0.05
0.70 — — 0.18 0.04
0.90 — — 0.16 0.04

0.10 0.30 0.33 0.22 0.20 0.05
0.50 0.31 0.20 0.19 0.05
0.70 0.35 0.21 0.18 0.04
0.90 0.35 0.19 0.16 0.04

20 0.00 0.30 — — 0.27 0.06
0.50 — — 0.24 0.06
0.70 — — 0.23 0.05
0.90 — — 0.19 0.04

0.10 0.30 0.46 0.29 0.26 0.07
0.50 0.45 0.28 0.24 0.06
0.70 0.49 0.26 0.22 0.06
0.90 0.51 0.23 0.19 0.05

2 5 0.00 0.30 — — 0.12 0.03
0.50 — — 0.12 0.03
0.70 — — 0.12 0.03
0.90 — — 0.12 0.03

0.10 0.30 0.45 0.14 0.13 0.03
0.50 0.48 0.15 0.13 0.03
0.70 0.49 0.16 0.14 0.03
0.90 0.51 0.15 0.14 0.04

10 0.00 0.30 — — 0.13 0.03
0.50 — — 0.13 0.03
0.70 — — 0.12 0.03
0.90 — — 0.13 0.03

0.10 0.30 0.46 0.16 0.14 0.03
0.50 0.48 0.17 0.14 0.03
0.70 0.49 0.16 0.14 0.03
0.90 0.54 0.15 0.14 0.03

20 0.00 0.30 — — 0.15 0.04
0.50 — — 0.15 0.04
0.70 — — 0.14 0.03
0.90 — — 0.13 0.03

(continued)
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Table A2. (continued)

Student
sample size

Number of raters
per student
performance

Link
size

Proportion
DRF

Link
correlation

DRF rater
contrast

Non-DRF rater
contrast

M SD M SD

0.10 0.30 0.49 0.20 0.15 0.04
0.50 0.51 0.20 0.16 0.04
0.70 0.54 0.19 0.15 0.04
0.90 0.58 0.18 0.14 0.04

500 1 5 0.00 0.30 — — 0.15 0.02
0.50 — — 0.15 0.02
0.70 — — 0.14 0.02
0.90 — — 0.13 0.02

0.10 0.30 0.26 0.10 0.15 0.02
0.50 0.27 0.11 0.14 0.02
0.70 0.27 0.11 0.14 0.02
0.90 0.28 0.11 0.13 0.02

10 0.00 0.30 — — 0.20 0.03
0.50 — — 0.19 0.03
0.70 — — 0.18 0.03
0.90 — — 0.16 0.03

0.10 0.30 0.36 0.15 0.20 0.03
0.50 0.38 0.15 0.19 0.03
0.70 0.40 0.15 0.18 0.03
0.90 0.42 0.15 0.16 0.03

20 0.00 0.30 — — 0.26 0.04
0.50 — — 0.25 0.04
0.70 — — 0.23 0.03
0.90 — — 0.19 0.03

0.10 0.30 0.50 0.20 0.26 0.04
0.50 0.51 0.20 0.25 0.04
0.70 0.54 0.22 0.23 0.04
0.90 0.54 0.20 0.19 0.03

2 5 0.00 0.30 — — 0.12 0.02
0.50 — — 0.12 0.02
0.70 — — 0.12 0.02
0.90 — — 0.12 0.02

0.10 0.30 0.49 0.17 0.14 0.02
0.50 0.52 0.18 0.14 0.02
0.70 0.54 0.17 0.15 0.02
0.90 0.54 0.19 0.15 0.03

10 0.00 0.30 — — 0.13 0.02
0.50 — — 0.13 0.02
0.70 — — 0.13 0.02
0.90 — — 0.13 0.02

0.10 0.30 0.49 0.17 0.14 0.02
0.50 0.53 0.18 0.14 0.02
0.70 0.55 0.19 0.15 0.02
0.90 0.58 0.20 0.14 0.03

20 0.00 0.30 — — 0.15 0.02

(continued)
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Table A2. (continued)

Student
sample size

Number of raters
per student
performance

Link
size

Proportion
DRF

Link
correlation

DRF rater
contrast

Non-DRF rater
contrast

M SD M SD

0.50 — — 0.15 0.02
0.70 — — 0.14 0.02
0.90 — — 0.13 0.02

0.10 0.30 0.52 0.18 0.16 0.03
0.50 0.56 0.19 0.15 0.02
0.70 0.59 0.21 0.15 0.02
0.90 0.62 0.21 0.15 0.02

1000 1 5 0.00 0.30 — — 0.15 0.02
0.50 — — 0.15 0.02
0.70 — — 0.14 0.01
0.90 — — 0.13 0.01

0.10 0.30 0.27 0.08 0.15 0.02
0.50 0.28 0.09 0.14 0.02
0.70 0.27 0.09 0.14 0.02
0.90 0.29 0.09 0.13 0.01

10 0.00 0.30 — — 0.20 0.02
0.50 — — 0.19 0.02
0.70 — — 0.18 0.02
0.90 — — 0.16 0.02

0.10 0.30 0.37 0.11 0.20 0.02
0.50 0.39 0.12 0.19 0.02
0.70 0.40 0.12 0.18 0.02
0.90 0.42 0.12 0.16 0.02

20 0.00 0.30 — — 0.26 0.03
0.50 — — 0.25 0.03
0.70 — — 0.22 0.02
0.90 — — 0.19 0.02

0.10 0.30 0.50 0.16 0.26 0.03
0.50 0.53 0.16 0.25 0.03
0.70 0.55 0.15 0.23 0.03
0.90 0.55 0.15 0.19 0.02

2 5 0.00 0.30 — — 0.12 0.01
0.50 — — 0.12 0.01
0.70 — — 0.12 0.01
0.90 — — 0.12 0.01

0.10 0.30 0.51 0.13 0.14 0.02
0.50 0.51 0.13 0.14 0.02
0.70 0.53 0.14 0.14 0.02
0.90 0.55 0.14 0.14 0.02

10 0.00 0.30 — — 0.13 0.01
0.50 — — 0.13 0.01
0.70 — — 0.13 0.01
0.90 — — 0.13 0.01

0.10 0.30 0.51 0.13 0.14 0.02
0.50 0.54 0.14 0.14 0.02

(continued)
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Table A2. (continued)

Student
sample size

Number of raters
per student
performance

Link
size

Proportion
DRF

Link
correlation

DRF rater
contrast

Non-DRF rater
contrast

M SD M SD

0.70 0.56 0.15 0.14 0.02
0.90 0.59 0.14 0.14 0.02

20 0.00 0.30 — — 0.15 0.02
0.50 — — 0.15 0.02
0.70 — — 0.14 0.02
0.90 — — 0.13 0.02

0.10 0.30 0.54 0.15 0.16 0.02
0.50 0.57 0.16 0.15 0.02
0.70 0.61 0.15 0.15 0.02
0.90 0.64 0.16 0.14 0.02

Note. See the Note for Table A1.

Table A3. Estimates of Differential Rater Functioning (DRF) for Raters Simulated to Exhibit
DRF and Raters Not Simulated to Exhibit DRF for the Performance Link Designs.

Student
sample size

Number of raters
per student performance

Link
size

Proportion
DRF

DRF rater
contrast

Non-DRF rater
contrast

M SD M SD

200 1 5 0.00 — — 0.00 0.00
0.10 0.00 0.00 0.00 0.00

10 0.00 — — 0.00 0.00
0.10 0.00 0.00 0.00 0.00

20 0.00 — — 0.00 0.00
0.10 0.00 0.00 0.00 0.00

2 5 0.00 — — 0.12 0.03
0.10 0.46 0.16 0.14 0.04

10 0.00 — — 0.12 0.04
0.10 0.46 0.15 0.14 0.04

20 0.00 — — 0.12 0.03
0.10 0.46 0.15 0.14 0.04

500 1 5 0.00 — — 0.00 0.00
0.10 0.00 0.00 0.00 0.00

10 0.00 — — 0.00 0.00
0.10 0.00 0.00 0.00 0.00

20 0.00 — — 0.00 0.00
0.10 0.00 0.00 0.00 0.00

2 5 0.00 — — 0.12 0.02
0.10 0.49 0.18 0.16 0.03

10 0.00 — — 0.12 0.02

(continued)
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