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ABSTRACT: This Perspective describes current computational efforts in the field of simulating
photodynamics of transition metal complexes. We present the typical workflows and feature the
strengths and limitations of the different contemporary approaches. From electronic structure methods
suitable to describe transition metal complexes to approaches able to simulate their nuclear dynamics
under the effect of light, we give particular attention to build a bridge between theory and experiment by
critically discussing the different models commonly adopted in the interpretation of spectroscopic
experiments and the simulation of particular observables. Thereby, we review all the studies of excited-
state dynamics on transition metal complexes, both in gas phase and in solution from reduced to full
dimensionality.
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1. INTRODUCTION

Transition metal complexes provide a rich photochemistry that
can be utilized in applications from solar energy conversion to
medicine.1 This is possible due to the large variety of electronic
states of distinct nature that transition metal complexes have to
offer. For instance, while long-lived states of metal-to-ligand
charge transfer character are key to applications in dye-sensitized
solar cells,2−4 short-lived metal-centered states can mediate
dissociation processes in biology.5,6 In general, the behavior of
transition metal complexes after light irradiation is controlled by
the presence or absence of radiationless reaction pathways.
These can either enable efficient transfer between electronic
states or facilitate long-lived excited states that at last may emit.
Unveiling nonradiative reaction pathways is therefore key to
understanding and ultimately tuning the photochemistry of
transition metal compounds.
In general, radiationless transitions between electronic states

in molecules are categorized into two types: internal
conversionfor transitions between electronic states of the
same spin multiplicityand intersystem crossing, which
connects electronic states of different spin multiplicity. The
nonradiative behavior of photoactivated molecules is driven by
the motion of the nuclei. Upon excitation, the molecules in their
equilibrium geometry are lifted from the electronic ground-state
potential into an excited-state one. This brings the molecule to a
non-equilibrium situation that induces nuclear motion toward
other conformational regions. On its following journey, the
molecule then can pass regions with high probability of
nonradiative transitions to other electronic states that ultimately
decay back to the electronic ground state. Alternatively, the
molecule can end up in regions with no possibility of (further)

nonradiative transfers, from where it can only return to the
ground state via luminescence.
Based on the nature of the processes, the study of radiationless

pathways in experiment has two prerequisites. One is identifying
a property that changes during the reaction in order to detect
which species are present during the reaction. Since radiationless
processes involve a change of the electronic state, these
properties may directly or indirectly relate to the electronic
potentialsthis is the case of following changes in absorption
intensities or shifts in vibrational frequencies. The second is to
be able to monitor this property on the same time scale as the
reaction occurs. This time scale is dictated by the nuclear motion
of the molecule which takes place typically in the femtosecond
regime.7 Thus, it is not surprising that electronic spectroscopy
techniques, such as transient-absorption spectroscopy or time-
resolved emission spectroscopy as well as vibrational spectro-
scopic techniques, such as time-resolved infrared spectroscopy
with sub-picosecond resolution, have made incredible progress
to access the nature of ultrafast processes during nonradiative
reactions.8

While substantial information can be obtained from
spectroscopic experiments, often this might not be sufficient
to derive a detailed description of the excited-state dynamics.
Furthermore, with increasing system size, a larger number of
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vibrational degrees of freedom and greater density of electronic
states may participate in the photodynamics, making it more and
more difficult to interpret experimental signals. Most transition
metal complexes fall into this category: even small coordination
compounds already possess dozens of atoms which add up to
hundreds of vibrational degrees of freedom and possess many
close-lying electronic states due to the only partially filled d shell.
For this reason, experimental studies are almost routinely
accompanied by theoretical calculations.9−13 Most of these
efforts involve quantum-chemical calculations of electronic
states and relevant points in their potential energy surfaces
(PES).14,15 For example, with the help of calculated absorption
spectra, one can infer the electronic states that may play a role in
the photodynamics. Naturally, it would be better to go beyond
this static description and carry out explicit dynamics
simulations that directly monitor the time evolution of the
electrons and nuclei in the molecule occurring after light
irradiation.
One could go as far as to assert that theory not only helps the

interpretation of experiments but is a predictive tool on its
own.16,17 In practice, however, photodynamics simulations of
transition metal complexes are still very much limited due to
their computational cost. This limitation restricts the size of the
molecules that can be studied and compromises its accuracy
because it necessitates diverse approximations. In this
predicament, one should ponder the benefits of experiment
versus theory as follows. The experiment can be considered an
exact instrument (within experimental resolution) that probes
the full system of the molecule interacting with its real
environment. In contrast, theory is an approximate instrument
with an inherent methodological error and is often restricted to a
truncated system, i.e., reduced molecular model system with or
without an environment. The experiment, however, gives only
limited information. By monitoring a signal, one observes only
the global response of the molecule to light resulting from all
(simultaneously occurring) processes. In contrast, theory is able
to yield every single deactivation pathway.
Clearly, these contrasting advantages and shortcomings ask

for synergy between experiment and theory. To efficiently
collaborate, practitioners of each side should understand the
mindsets and workflows of the other side to adequately assess
the information that can be derived from experiment and theory,
respectively. This is particularly important in the developing
research field of transition metal photodynamics, where each
single discipline is left in the dark when on its own.
The motivation of this Perspective is illuminating what can be

done from the theoretical front, explain which are the current
strategies of simulating the photodynamics of transition metal
complexes and its limitations, help in the interpretation of
theoretical simulations, and pose the challenges still present in
the field, thereby reviewing the studies done until now. If the gap
between theory and experiment can be made smaller, more
efficient synergies between the two “approaches” can better
meet the current and future challenges in transition metal
photochemistry. To this ambitious goal, we present the basic
theory and typical ingredients that enter the simulation of
excited-state dynamics simulations, with their strengths and
weaknesses, in relation to transition metal complexes.

2. THEORETICAL BACKGROUND

2.1. Time-Dependent Schrödinger Equation

In order to understand the limitations of current theories in the
simulation of the photodynamics of transition metal complexes,
we deem necessary to introduce some underlying working
equations. The key equation to solve is the time-dependent
Schrödinger equation18

ℏ ∂Ψ
∂

= ̂ Ψi
r R t

t
r R t

( , , )
( , , )

tot

(1)

that describes the time evolution of a molecule. In general, the
time-dependent molecular wave function Ψ(r, R, t) depends on
the time t, the positions r of the electrons, and the positions R of

the nuclei. The total Hamiltonian ̂ tot
can be written as

μ ε̂ = ̂ − ̂r R r R t( , ) ( , ) ( )
tot mol

(2)

where ̂ r R( , )
mol

is the molecular Hamiltonian that contains
the kinetic and potential energy terms of the electrons and nuclei

in the molecule, as well as a term ̂ r R( , )
SOC

that couples
electronic states of different multiplicity via relativistic spin−
orbit coupling (SOC) and will be discussed later. The
interaction between the molecule and the light is given in the
semiclassical approximation via the dipole operator μ ̂ r R( , ) and
a time-dependent electric field ε(t). Given the complexity of eq
1, usually one separates the motion of the nuclei from that of the
electrons. To do this, we can express the molecular wave
function as a product of electronic wave functionsΦel(r; R) and
nuclear wave functions Ψnuc(R, t):

∑Ψ = Φ Ψr R t r R R t( , , ) ( ; ) ( , )
i

i i
el nuc

(3)

The electronic wave functions Φel(r; R) are eigenfunctions of

the electronic Hamiltonian ̂ el
that can be obtained through

the time-independent electronic Schrödinger equation:19,20

̂ Φ = Φr R E R r R( ; ) ( ) ( ; )i i i
el el el el

(4)

The time-independent electronic Schrödinger equation can be
solved for fixed selections of nuclear coordinates R. Thus, the
electronic wave functions (and so its properties) depend only
parametrically on the nuclear coordinates R, and their
eigenvalues Eel(R) yield the potential energy for this specific
geometry.
As a result, the motion of the nuclear wave functions Ψi

nuc in

the electronic potential Ei
el is described by

̂ = ̂ + + ̂E R( )ii i ii
mol nuc el DBOC

(5)

where ̂ nuc
is the nuclear kinetic energy operator and ̂

ii
DBOC

is
the diagonal Born−Oppenheimer correction or diagonal kinetic
coupling.21 The electronic potentials are coupled through off-
diagonal terms that include

μ ε̂ = ̂ + ̂ − ̂R R t( ) ( ) ( )ij ij ij
mol NAC SOC

(6)

The term ̂
ij
NAC

are the so-called nonadiabatic couplings
(NACs),22 defined as
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that furthermore couple the motion of the nuclei and electrons.
μîj is the transition-dipole moment between electronic statesΦi

el

andΦ j
el, and∇RA

denotes the gradient with respect to the nuclear
coordinates RA.
2.2. Nonadiabatic Couplings

In electronic structure theory, the molecular Schrödinger
equation is solved (yet approximately) only by neglecting the
NACs of eq 7. In this Born−Oppenheimer approximationor
adiabatic approximation if the diagonal Born-Opppenheimer

correction ̂
ii
DBOC

is includedthe motion of the nuclei and
electrons is completely decoupled and the nuclear wave
functions are then constrained to a single electronic potential.
Naturally, this approximation is only useful when describing
processes that take place in a single electronic state. This can be
the case, when the electronic state in question is well-separated
in energy from all other electronic states, e.g., as is usually found
for reactions that occur in the electronic ground state. However,
if we are interested in reactions including several electronic
states, it is mandatory to include NACs to allow the nuclear wave
function to transfer between the different electronic states
(internal conversion). In eq 7, the second term in the sum can be
written as

⟨Φ |∇ |Φ ⟩

=
−

⟨Φ |∇ ̂ |Φ ⟩

r R r R

E E
r R r R

( ; ) ( ; )
1

( ; ) ( ; )

j R i

j i
j R i

el el

el el el

A

A
(8)

This shows that the NACs become large when the
corresponding electronic states are close in energy (Ej − Ei ≈
0). Since it is the NACs that enable the transfer between
different electronic states, state transfer is most efficient when
the corresponding states are close in energy.
2.3. Spin−Orbit Couplings
The SOC couples electronic states of different spinmultiplicities
and, thus, allows both radiative transitions (phosphorescence23)
and nonradiative transitions (intersystem crossing12,24) between

them. SOC is a relativistic effect, as it occurs naturally in a
formulation of quantum mechanics that includes the principles
of the theory of special relativity. Phenomenologically, SOC is
explained as the interaction of the magnetic moment of the spin
angular momentum with the magnetic field that is induced by
the electron orbiting around the nuclei as well as in the field of
the other electrons.25,26 In nonrelativistic quantum theory based
on the Schrödinger equation, SOC, has to be introduced ad hoc.

Using the Breit-Pauli operator, ̂ SOC
can be expressed as
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The first sum in eq 9 describes the interaction of each
electron’s orbital angular momentum ̂ × ̂r pi iA (orbiting around
the nucleus A) with its spin ̂si. This interaction depends on the
charge of the nucleus ZA. For valence electrons in many-electron
systems, SOCs typically scale as ZA

2 ,27 which manifests strongly
in heavy atoms. In transition metal complexes, SOCs are often
strong enough to allow ultrafast intersystem crossing,28 and it is
thus necessary to include them during nonadiabatic dynamics
simulations. The strength of the SOC not only is dependent on
the presence of heavy atoms in themolecule but also depends on
the character of the electronic states that are coupled. This is
rationalized by the generalized El-Sayed rules24 that state that in
order to provide large SOCs for efficient intersystem crossing,
(i) the coupled electronic states should differ only by a single
excitation, which (ii) involves a change in orbital type, and (iii)
the orbitals should be localized at the same site in the molecule.

3. GENERAL STRATEGY TO SIMULATE
EXCITED-STATE DYNAMICS

From the previous section, it is clear that in order to follow the
time-evolution of a molecule, we first need to collect several
electronic ingredients: the electronic energies E R( )i

el (eq 4) and
implicitly their gradients, the NACs (eq 7), the SOCs (eq 9) and
eventually also the transition-dipole moment μij(R) if the light−
matter interaction is explicitly simulated (eq 6). In the second
step, the motion of the molecule can be simulated by

Figure 1. General strategy to simulate excited-state dynamics of transition metal complexes, as discussed in this Perspective. Step 1 refers to the
ingredients that must be calculated from electronic structure theory. Step 2 embraces the two strategies employed for photodynamics of transition
metal complexes so far: wave packet dynamics and ab initio molecular dynamics. Eel, electronic energies; NACs, nonadiabatic couplings (eq 7); SOCs,
spin−orbit couplings (eq 9); TDMs, transition-dipole moments.
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propagating the nuclear motion in the different (coupled)
electronic states. This strategy, which guides the structure of the
remainder of this Perspective, is collected in Figure 1.
Both the electronic and nuclear steps face practical challenges.

On the one side, sufficient accuracy in the electronic structure
part is needed. On the other side, the scaling of the
computational cost inherent to the size of the molecule needs
to be controlled. In the exact limit, this cost scales exponentially
with the molecular size for solving both the electronic and the
nuclear problem. To alleviate the steep scaling in the electronic
part, a large number of electronic structure methods have been
developed whose scaling follows different power laws. Thus,
when choosing one electronic structure method for dynamics,
the selection is strongly motivated by maximizing accuracy for a
given computational effort. This situation is different in the
nuclear part, where selecting a method is more a fundamental
choice of which processes should be qualitatively well-described,
with less focus on quantitative accuracy. A closer insight of the
available possibilities to solve the electronic and nuclear
problems is given in section 4 and sections 5 and 6, respectively.

4. ELECTRONIC STRUCTURE METHODS FOR
DYNAMICS OF TRANSITION METAL COMPLEXES

4.1. Practical Considerations

There exist a large number of both commercial and
(academically) freely distributed quantum chemistry computer
program packages that offer a wide range of electronic structure
methods to calculate the electronic ingredients. In practice,
however, the selection of a particular method to underlay
nonadiabatic nuclear dynamics of transition metal complexes is
limited to those implementations that are able to provide the
energies, SOCs and possibly gradients and NACs, depending on
the approach chosen for dynamics.
When gradients are needed, it is desirable to have

implementations that allow for analytical rather than numerical
gradients.29 Analytical implementations obtain the derivatives
along all nuclear coordinates in a single calculation instead of
requiring the “manual” displacement along each nuclear
coordinate which makes numerical implementations computa-
tionally more expensive; however, analytical gradients are not
available for many methods. When NACs are not available, it is
possible to approximate the state-to-state transition probabilities
by computing the overlap between the electronic wave
functions.30,31 The SOC matrix elements can also be calculated
a posteriori for some quantum chemical methods.32

The choice of a quantum chemical method is further limited if
solvent is included implicitly in the dynamics simulation, as all
required properties need to be available including the solvent, or
if schemes containing the solvent explicitly are not implemented
with the electronic structure method of choice. Fortunately,
steady effort in the development of quantum chemistry program
packages is continuously adding new implementations that can
be employed for nonadiabatic dynamics simulations.
Depending on the number of nuclear degrees of freedom

considered, the number of individual electronic structure
calculations that need to be performed for the excited-state
dynamics simulations can easily reach ∼105. Compared to
stationary explorations of PEScomprising the search for
potential energy minima, crossing points, and minimum-energy
or linear-interpolated paths connecting themwith typically
only few dozens of calculations, this is an enormous increase in
computational cost. Thus, it is often necessary to balance the

trade-off between computational cost and accuracy differently
between static and dynamic studies of excited-state processes.
We caution, however, that this does not imply that anything
goes! A dynamics study with wrong electronic ingredients will
only produce a collection of meaningless numbers, regardless of
how much computational effort has been invested in the
dynamics simulation. Instead, the selection of the electronic
structure method has to be guided by carefully testing their
performance against experimental reference data or other
reliable electronic structure methods.33

Therefore, it gets clear that besides the question of availability
and efficiency, the choice of an electronic structure method
should be tailored to describe each transition metal complex and
the reaction of interest. Since we are interested in electronically
excited states, the first experimental reference of choice is often
the static absorption spectrum.34,35 A calculated spectrum with
the chosen method should qualitatively match the experimental
one in terms of number of observed absorption bands, their
relative intensity, and preferably also band shoulders. For the
relative position of the calculated and measured absorption
bands, one should strive for energetic differences of 0.1−0.5 eV
as this is a reasonable accuracy that can be achieved for
excitation energies of medium-sized and larger molecules.
Smaller average error may be obtained only with very accurate
methods; however, such methods are most likely computation-
ally unfeasible for dynamics except for few-atomic molecules.36

Sometimes, larger errors in the total excitation energies can be
acceptable in excited-state dynamics studies when the error in
the relative excitation energies is small and the same along the
PESs of interest. For example, dynamics excluding relaxation to
the ground state might be well-described despite larger errors in
the excitation energies if the error is systematic for all excited
states, i.e., when all excitation energies are under- or over-
estimated by a similar amount and can be accordingly
scaled.37,38

An additional cross-check can be achieved by computing
time-resolved spectra that can be directly compared with
experimental counterparts, coming, e.g., from time-resolved
absorption spectroscopy,39,40 time-resolved emission spectros-
copy,41,42 time-resolved photoelectron spectroscopy,43−46 or
time-resolved X-ray scattering.47,48 Such calculations can a
posteriori validate the selection of the electronic structure
methods.
Particularly, if no experimental references are available, it is

useful to compare the calculated energies and geometries of
selected points in the PESsuch as ground- and excited-state
minima, conical intersections, or interstate crossingsagainst
other (higher-level) electronic structure methods. Available
benchmark studies can also help in this endeavor. However,
while the number of benchmark studies that systematically
investigate excitation energies49−56 or oscillator strengths and
excited-state dipole moments57 of organic molecules continu-
ously grows, corresponding studies for transition metal
complexes are much more scarce and limited in size.58−61 The
absence of such data is not surprising as benchmarking transition
metal complexes requires considerable effort due to the larger
size and the greater variety of characters of electronic states in
transition metal complexes compared to organic molecules. For
some families of wave-function-based electronic structure
methods, there exists a hierarchy in terms of accuracy,33 which
can be consulted in the absence of other reference data to decide
on the reliability of the computed PES.

JACS Au pubs.acs.org/jacsau Perspective

https://doi.org/10.1021/jacsau.1c00252
JACS Au 2021, 1, 1116−1140

1119

pubs.acs.org/jacsau?ref=pdf
https://doi.org/10.1021/jacsau.1c00252?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


Finally, we note that even if the ground state might not play an
apparent role in the excited-state dynamics simulations, the
method of choice should be capable to describe it. This is
because electronic excited states are described either by a
configuration interaction or (coupled-) cluster expansion or
from perturbation theory/response theory applied to the
electronic ground state. Thus, at least a qualitatively correct
ground-state wave function is mandatory to obtain a correct
description of the excited states. This requirement should be
extended to all geometries that may be visited during the
dynamics. Additionally, the quality of the electronic ground state
also influences the vertical excitation energies, which in turn can
affect the excitation wavelengths and even the course of the
dynamics.
In general, electronic structure methods can be grouped into

two kinds of approaches, multiconfigurational (sometimes also
grouped together with multireference) methods and single-
reference methods.62,63 These approaches will be discussed in
the following sections 4.2 and 4.3 with a focus on transition
metal complexes. Semiempirical methods, which simplify the
solution of eq 4 by replacing expensive integrals with
experimentally parametrized corrections,64 deserve an extra
category (section 4.4), as they can be formulated in single-
reference or multi-reference variants.

4.2. Multiconfigurational and Multireference Electronic
Structure Methods

4.2.1. Applicability. In contrast to single-reference (SR)
methods,65 which describe the ground state by a single
configuration expressed by a Slater determinant, multiconfigura-
tional (MC) methods66 consider more than one configuration/
Slater determinant and multireference (MR) methods67,68 use
such linear combination of multiple configurations/Slater
determinants for the ground state to generate further excitations.
By construction, MR/MC approaches offer a more flexible
description than the SR ansatz, and they are also capable of
describing open-shell electronic ground states, which can
frequently be encountered in transition metal complexes due
to the partially filled d-shell of the metal atom, and they are also
capable to describe ligand dissociation. For example, among
octahedral complexes, most dn configurations (see Figure 2a)
feature spatially degenerate electronic ground-state terms that
can only be described correctly by using multiple Slater
determinants.

4.2.2. Complete Active Space Self-Consistent Field
and Beyond. The most popular MC approach for the study of
transition metal complexes is the family of complete-active-
space self-consistent field (CASSCF)-based methods.71−73 The
CASSCF method itself74 is capable of achieving a qualitative
correct description where a SR method fails; however, CASSCF
excitation energies can often bear sizable errors.75 Therefore, it is
often used as the starting point of a second-order perturbation
theory treatment, e.g., in the CASPT276 or NEVPT277

Figure 2. (a) Ground-state terms of dn configurations for weak (WF) and strong (SF) ligand fields in octahedral complexes. Only terms of A symmetry
are spatially nondegenerate and can be fully accounted for by single-reference methods. (b) Description of the triplet metal-centered electronic states
of an octahedral d2 complex. A single-reference approach selects one component (blue) from the 3T1 ground-state term, while the other two can only
be described as (singly) excited states. Based on this selection, some excited-state components are only accessible via double excitations. To describe all
states equally well, a multiconfigurational/multireference method including higher-order excitations is needed. Fur further discussion, see ref 69. (c)
Orbital entanglement diagram of a density matrix renormalization group calculation using an active space of 18 orbitals for the trans-[RuCl4(NO)(1H-
indazole)] complex. The size of the circles denotes the single orbital entropy as ameasurement of the involvement of the orbital in open-shell electronic
configurations. The thickness of the lines denotes the mutual information as a measurement of the interaction of the orbitals. This exemplifies the
importance of all orbitals in the correct description of the excited states of the molecule, highlighting the need for large active spaces in the study of
transition metal complexes. Image adapted from ref 70 under Creative Commons Attribution 3.0 Unported License. Copyright 2015 PCCP Owner
Societies.
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approaches, or in a subsequent configuration interaction (CI)
expansion, as in the multireference configuration interaction
(MRCI)78 ansatz. CASSCF-based methods rely on the selection
of an active space, which comprises a subset of occupied and
unoccupied orbitals of the molecule. For this subset, the best
possible wave function is then calculated in a full CI treatment
with simultaneous reoptimization of the orbitals. Subsequent
perturbation or CI expansions of a CASSCF wave function add
energy corrections to the CASSCF states.
CASSCF-based calculations scale factorially with the size of

the active space. This scaling imposes a limit to the maximum
size of the active space that can be treated nowadays, perhaps of
∼20 orbitals including 20 electrons, as in the Cr3 example of ref
79 using 4 × 109 Slater determinants in a single electronic
structure calculation. Therefore, it is important to carefully
restrict the active space to the most important orbitals expected
to contribute to the problem of interest71,80 such as the orbitals
that characterize the ground and excited states in the
nonadiabatic dynamics simulations. For transition metal
complexes, this can include the metal d orbitals, metal−
ligand−σ and σ* orbitals, as well as π, π*, and nonbonding n
ligand orbitals that typically characterize the low-lying excited
states. In addition, for complexes featuring 3d metals, it is
advised to include a second set of 3d′ orbitals (a double d shell)
when studying processes where the occupation of the d shell
changes, such as in metal-to-ligand charge-transfer excited
states.71 One realizes that for transition metal complexes,
attempting to include all formally important orbitals in the active
space quickly exceeds the computational limits of the standard
CASSCF ansatz. Extended approaches to treat larger active
spaces have been developed as the restricted (RASSCF)81 and
generalized (GASSCF)82 variants of CASSCF or the density
matrix renormalization group (DMRG)83,84 approach. The
RASSCF/GASSCFmethods allow the use of larger active spaces
of ∼30 orbitals82 by defining subspaces in the active space with
limited interaction between the orbitals in the different
subspaces. The active space limit can be pushed further up to
the order of 100 orbitals in DMRG,85 which uses tensor
decomposition methods to approximate the CASSCF wave
function. While for typical DMRG calculations, active space
sizes of ∼50 orbitals are manageable,86 when applying a
subsequent second-order perturbational treatment to the
DMRG wave function as in CASPT2 or NEVPT2 approaches
to obtain more accurate electronic energies, the active space size
that can be handled computationally decreases again to ∼30
orbitals87 for a single-point energy calculation. Figure 2c shows
an example of a so-called entanglement diagram that can be
obtained from a DMRG calculation to estimate the importance
of different orbitals in an active space. Other methods to include
more than one configuration can be found in ref 63, but as
RASSCF/GASSCF and DMRG, they have not been used for
dynamics of transition metal complexes yet.
4.2.3. Application to Excited-State Dynamics of

Transition Metal Complexes. MC and MR methods have
been used in a number of nonadiabatic dynamics studies of
dissociation processes of hydrido carbonyl complexes88−97 and
related compounds.93,97−107 These studies are based on wave
packet dynamics simulations (see section 5) on PES obtained
mostly by CASSCF/MRCI calculations with active spaces
including up to 14 orbitals.96,104,105 However, in these cases, the
PESs were restricted to one or two dissociative coordinates.
Similarly, wave packet dynamics studies of small rhenium-
(VII)108 and chromium(III)109 complexes employed CASSCF

by itself and CASSCF combined with quasi-degenerate
perturbation theory, respectively, on one-dimensional PES. In
comparison, the number of studies using MR or MCmethods in
ab initio molecular dynamics simulations (see section 6) is much
smaller. We could find only one study: an ab initio multiple
spawning (see section 6.2) study of a small iron(II) complex,
which included the ground state S0 and the first-excited singlet
state S1 computed with CASSCF and an active space including
11 orbitals.110 This scarcity is in strong contrast to ab initio
molecular dynamics simulations of organic molecules, where
MC/MR methods such as CASPT2 or MRCI are used very
often111−115 with active spaces including up to 11 orbitals.112

As it will be introduced later (section 5.3), it is also possible to
use parametrized PESwhere to run nonadiabatic simulations at a
much lower cost. This strategy has been recently employed in a
wave packet dynamics study of a heme−CO complex116 carried
out on 15-dimensional CASSCF/CASPT2 PES, as well as in an
ab initio molecular dynamics study of a vanadium(III) complex
on its full 123-dimensional CASSCF PES.69 These studies used
active spaces including 9 and 13 orbitals, respectively.

4.3. Single-Reference Electronic Structure Methods

4.3.1. Applicability.When all molecular geometries visited
during the dynamics possess an electronic ground state that can
be described by a single configuration, then SR electronic
structure methods can be employed to calculate the electronic
potentials, gradients, and couplings. This condition might be
fulfilled if the molecule possesses a closed-shell electronic
ground state, and neither dissociates nor undergoes internal
conversion from the first excited singlet state S1 to the ground
state S0 during the dynamics simulation. Note that the opposite
is not true; i.e., a SR method does not necessarily describe a
closed-shell ground-state molecule well.
Compared to MC/MR, SR methods feature a considerably

lower scaling in the computational cost with regard to the system
size,36 making them more amenable to transition metal
complexes. Applications revolve around (closed-shell) low-
spin d6 complexes42,48,117−136 and d10 systems137−141 with one
single exception.142 As a further advantage, SR methods can be
considered more “black box” than MC/MR methods as they
typically depend on fewer (and less critical) parameters, which
makes them more user-friendly.

4.3.2. Time-Dependent Density Functional Theory.
The most popular and computationally lowest-scaling SR
method is time-dependent density functional theory
(TDDFT).143 It is based on the standard (time-independent)
DFT, in which the ground-state energy of the molecule is
expressed as a functional of the electron density. The energy can
be calculated in the Kohn−Sham formalism144 that assumes the
electron density of the real system to be identical to that of a
fictitious system of noninteracting electrons. The electrons in
the noninteracting system can conveniently be described by a set
of orbitals to calculate the electron density. This gives the
ground-state wave function the form of a single configuration.
The differences between the system of interacting and
noninteracting electrons are combined in a so-called ex-
change-correlation (XC) functional that also depends on the
density. The drawback of the Kohn−Sham formalism, however,
is that the exact form of the XC functional is unknown, which has
led to numerous efforts to find approximated forms of XC
functionals.145 For excited-state calculations, TDDFT can be
cast in a linear-response (LR) formulation146 that allows the
calculation of excitation energies from matrix eigenvalue
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problems without the need to propagate the time-dependent
density explicitly, and it yields state vectors that are analogous to
the CI expansions from wave function methods. TDDFT is
thereby typically employed in the adiabatic approximation144

that uses the XC functionals from ground-state DFT.
In practical applications, TDDFT can suffer from a number of

problems,147,148 themost notorious being the dependence of the
calculated energy and properties on the choice of XC functional.
For excited states of transition metal complexes, hybrid XC
functionals, such as B3LYP or PBE0, seems to be preferable
compared to generalized-gradient functionals, as discussed
previously.149,150 This preference is also mirrored in excited-
state dynamics studies, that mostly rely on hybrid func-
tionals42,48,117−130,136,138−141 with some exceptions.131−134,139

In addition to the general functional dependence, TDDFT is
well-known to suffer from its inability to describe charge transfer
(CT) excitations with standard XC functionals.151 This problem
is alleviated using long-range corrected XC functionals.152,153

For transition metal complexes, the CT problem is more
prominent for interligand CT excitations, while CT transitions
between metal and ligands are usually described well.9 When a
large number of excited states is calculated, TDDFT can fail to
describe high-energy states with energies between the ionization
potential and the negative energy of the highest-occupied
molecular orbital correctly. This problem, however, can be
corrected using special asymptotically corrected XC func-
tionals.154 Finally, TDDFT describes excited states only using
single excitations. This not only disregards double and higher-
order excitations (see an example in Figure 2b) but also can fail
to describe single excitations when they involve a spin-flip in
open-shell molecules.155 Some states of double excitation
character are, in turn, accessible using a spin-flip TDDFT
ansatz.156 As is summarized in ref 147, TDDFT works best for
“low-energy one-electron excitations involving little or no charge
transfer and that are not too delocalized”. In all other cases, care
should be exercised.
4.3.3. Coupled Cluster and Related Methods. In

addition to TDDFT, there exist other SR wave function
methods, most notable coupled cluster (CC)157 as well as the
algebraic diagrammatic construction (ADC) scheme of the
polarization propagator.158 Both methods have a clear hierarchy
that allows to improve the accuracy of the results systematically
with a concomitant increase of computational cost. The most

economic variants, approximate second-order CC (CC2)159

and second-order ADC [ADC(2)],160 scale slightly larger than
TDDFT with the system size (N5 vs N4) and can deliver similar
accurate excitation energies161,162 as well as excited-state
geometries163 at least for organic molecules, provided the
excited states are dominated by single excitations.158 In contrast
to TDDFT, both CC2 and ADC(2) variants include double
excitations, however, only at a zeroth-order level. This
contributes some admixture of single and double excited states,
but it is insufficient to describe states with large double-
excitation character adequately. Probably for this reason, CC2 or
ADC(2) studies on transitionmetal complexes are rare164 and in
general little reliable.

4.4. Semiempirical Methods

Semiempirical methods64 usually neglect or parametrize
molecular integrals occurring in the calculation of the electronic
Schrödinger equation (eq 4). This way they can deal with large
molecules that might be prohibitive with ab initio wave function
theory or even DFT. Semiempirical methods can be based either
on molecular orbital (MO) theory165 or on DFT.166 Further,
they can be combined with CI schemes167 or MRCI ones168 to
be used in ab initio molecular dynamics simulations.
However, while semiempirical MO methods can reproduce

excitation energies of small- and medium-sized organic
molecules with deviations of 0.4−0.5 eV,169 benchmarks for
excited states of transitionmetal complexes are missing. Even for
the prediction of ground-state energetics of transition metal
complexes, semiempirical MO methods can struggle when
tested against DFT results.170 As a matter of fact, we are not
aware of any excited-state dynamic study of transition metal
complexes using semiempirical MO methods.
A representative of DFT-based semiempirical methods is

density functional tight-binding (DFTB). DFTB relies on a
truncated Taylor expansion of the DFT energy with respect to
the fluctuation of the electron density around a reference
density, which is typically given by a superposition of atomic
densities.64 In analogy to the parent DFT approach, DFTB can
be used in a linear-response time-dependent formulation to
calculate excited states and has been used in this manner in
excited-state simulations.171 Excitation energies of small and
medium-sized organic molecules obtained with linear-response
time-dependent DFTB can reproduce TDDFT results using the

Figure 3. Schematic representation of selected approaches for nuclear nonadiabatic dynamics. (a) Wave packet/MCTDH: a wave packet can split
when electronic states come close in energy. The resulting wave packets remain coupled on different potential energy surfaces at all simulation times.
(b) Surface hopping: several classical trajectories (circles) are propagated independently. When the electronic states come close in energy, some
trajectories hop stochastically to a different state, while the remainder stays on the same electronic state. (c) Ab initio multiple spawning: a Gaussian
wave function follows a classical trajectory (depicted by the circle). When electronic states come close in energy, additional Gaussian wave functions
can be spawned that remain coupled and can exchange amplitude as long as they are close together (small difference in nuclear coordinate R).
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PBE functional with deviations of ∼0.2 eV.172 Furthermore,
DFTB approaches can reproduce DFT geometries of transition
metal complexes reasonably.173 Even if benchmark studies of
DFTB excitation energies are missing for transition metal
complexes, excited-state dynamics studies of transition metal
complex should emerge in the near future.

5. NUCLEAR QUANTUM DYNAMICS METHODS

5.1. Wave Packet Propagation on a Grid

Having selected a suitable method to compute the electronic-
structure ingredients, we can now tackle the simulation of the
nuclear motion given by the time-dependent nuclear Schrö-
dinger equation:

ℏ ∂Ψ
∂

= ̂ Ψi
R t

t
R t

( , )
( , )

nuc tot nuc
(10)

where the nuclear and electron degrees of freedom are
separated, as explained in section 2.1. Integrating this equation,
one can obtain174 the nuclear wave function

Ψ = ̂ Ψ

= ̂ Ψ− ̂ − ℏ

R t t t R t

R t

( , ) ( , ) ( , )

exp ( , )i t t

nuc
0

nuc
0

( )/ nuc
0

tot
0 (11)

where ̂ t t( , )0 is a propagator that evolves the wave function

from the initial time t0 to the final time t, and ̂ is the time-
ordering operator. Often, the so-called split-operator method175

is used to numerically evaluate this propagator.
The general solution for eq 10 is a nuclear wave function

represented as a linear combination of specific time-
independent basis functions that is also known as a wave
packet. This wave packet contains all quantum effects and can
split in the presence of couplings. It is usually discretized on a
spatial grid along the 3N − 6 degrees of freedom of the PES of
the N-atomic molecular system (see Figure 3a). Assuming M
grid points for each degree of freedom, a full dimensional wave
packet propagation requires the precalculation of M3N−6 grids
points, which becomes quickly prohibitively expensive for all but
the smallest molecules. This curse of dimensionality enforces the
practical application of grid-based wave packet methods to very
small systems orin most of the casesto a selection of only
few relevant nuclear degrees of freedom.

In the case of transition metal complexes, this meant
performing wave packet dynamics simulations along
one92,100,103−105,107−109,121 or two dimensions.88−91,93−98,102,106

Most of these studies88−98,100,102−107 were concerned with
ultrafast ligand dissociation in hydride and carbonyl complexes
upon photoexcitation, for which the natural coordinate of choice
was the bond distance between the metal and one or two of the
ligands to detach. How to come up with an optimal low-
dimensional coordinate space, for a general molecule and
reaction to study, is not necessarily an easy problem and
different approaches are employed; see section 5.4. In passing
we note that while some of these studies incorporated explicitly
laser pulses to initiate the dynamics or even to guide it,100,104−107

the laser−matter interaction is excluded in many others and
excitation is assumed to take place instantaneously (see section
9).

5.2. Multiconfigurational Time-Dependent Hartree

The multiconfigurational time-dependent Hartree method
(MCTDH)176 is an efficient form of quantum dynamics,
where the nuclear wave function is expanded in a set of single-
particle functions (SPFs) φ as

∑ ∑ ∏ φ

Ψ

=
κ

κ
κ

= = = κ

R R R t

A t R t
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1
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1

(12)

where A t( )j j... f1
are the MCTDH expansion coefficients. This

approach is analogous to the MC treatment that was introduced
in the electronic structure theory (see section 4.2). One subtle
difference between both fields is that for the nuclear problem,
(symmetric) Hartree products are used in the configurations,
while the electronic problem requires (antisymmetrized) Slater
determinants that change sign upon exchanging two particles,
following the Pauli principle. Similar to the case of propagating
wave packets on a grid (Section 5.1), the computational cost of
MCTDH also scales exponentially with the degrees of freedom
included. The important difference, however, is that in this case
the exponential scaling is given by the number of SPFs per
coordinate instead of the number of grid points. As the number
of SPFs needed is smaller than the number of grid points,
MCTDH is computationally more economic and therefore

Figure 4. Construction of the linear vibronic coupling (LVC) potential. (a) Harmonic ground-state potential E0
el (blue curve). (b) Adding vertical

excitation energies Ei
el shifts harmonic excited-state potentials vertically (red, orange curves). (c) Adding intrastate coupling constants κi shifts

harmonic excited-state curves diagonally (from dashed to solid curves). (d) Adding interstate coupling constants λij couples the excited-state potentials
(from dashed orange/red curves to solid green curves).
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allows to consider a larger number of degrees of freedom than by
propagating on a grid. In addition, a number of strategies have
been devised in the last years to increase the number of
dimensions, e.g., by combining several individual modes through
using multimode SPFs177 or in the multilayer MCTDH
variant.178,179

5.3. Vibronic Coupling Models

An extended strategy to harness the efficiency of MCTDH is to
employ vibronic coupling models180 to describe the PESs on
which the wave packets can be propagated. In a vibronic
coupling model, the PES are expanded in a Taylor series around
a reference geometry R = Q0 (usually the Franck−Condon
geometry) using mass-frequency scaled normal coordinates Q
(see Figure 4). The Taylor series is often truncated after the first
(linear) termwhat is then known as the linear vibronic
coupling (LVC) modelso that the PES Eel values are
approximated in terms of the ground-state PES E0

el and linear
vibronic coupling terms W

= +E Q E Q W Q( ) ( ) ( )el
0
el

(13)

The ground-state PESs are approximated as harmonic oscillators
with frequencies ωi
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where E Q( )n
el

0 are the vertical excitation energies at the

Franck−Condon geometry, while κi
n( ) and λi

n m( , ) are the
intrastate and interstate couplings elements for the normal
mode coordinate Qi.
By definition, the use of LVC models is limited due to the

harmonic approximation of the potentials. This approximation
neglects anharmonic effects that can be essential in different

situations, e.g., to describe torsional motion or dissociation.
Furthermore, due to the parametrization, the LVC potentials
can only describe nuclear motion in the vicinity of the reference
geometry. Thus, LVC models work best in rigid molecules.
Despite these limitations, LVC has become the standard

approach to calculate PES in wave packet dynamics simulations
u s i n g MCTDH f o r t r a n s i t i o n m e t a l c o m -
plexes,48,101,116−120,122−126,136−138,140 making it possible to
include up to 16 nuclear degrees of freedom.136 One example
of MCTDH using 15 degrees of freedom in a heme−CO
complex is shown in Figure 5. Among these studies, it is worth
mentioning that only two include explicitly the excitation by a
laser pulse.48,125

The convenience of LVC models is that the computational
effort in the electronic structure step is mostly reduced to
determining the coupling parameters, and those can be obtained
from a small number of calculations for each normal mode
individually.

5.4. Choice of Degrees of Freedom

Due to the curse of dimensionality, regardless whether one
performs wave packet propagation on a grid or using MCTDH
as well as combined with LVC models, a difficult decision is
always the selection of how many and which degrees of freedom
need be considered, i.e., which are the most important
coordinates that describe the problem at hand. Going beyond
natural dissociation coordinates and involving the degrees of
freedom that connect the Franck−Condon region with one (or
more) conical intersections and excited-state intermediates is a
task that in most cases goes beyond chemical intuition.
One approach thereby is to select normal modes based on the

size of their vibronic coupling terms.120,136,137,181 As large
vibronic coupling elements are needed to efficiently transfer
population between the electronic states, these coupling modes
are necessary to describe the excited-state dynamics. This
selection can be extended by adding tuning modes, which are
normal modes that are responsible for the largest displacements
in the excited-state dynamics by reaching toward the excited-
state minima48,123−126 and the excited-state crossing
points.117−119,122

A different strategy to identify an optimal coordinate subspace
is to use lower-cost dynamics methods that allow including all or
a very large amount of degrees of freedom and then identify a
posteriori the most important ones. These can be then

Figure 5. (a) Time evolution of the electronic state populations and (b) mechanism obtained from multiconfigurational time-dependent Hartree
(MCTDH) dynamics of a heme−CO complex.116 MCTDH simulations conducted on 15-dimensional potential energy surfaces based on CASSCF/
CASPT2 linear vibronic coupling (LVC)models. After initial excitation in theQ-band, a metal-to-ligand charge transfer state is populated that displays
large-amplitude Fe-CO oscillations. The system then further decays to the triplet and quintet manifolds. Adapted from ref 116 under Creative
Commons Attribution 4.0 International License (visit http://creativecommons.org/licenses/by/4.0/). Copyright 2018 The Authors.
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selectively considered in more accurate quantum dynamical
approaches. Ab initio molecular dynamics approaches, that will
be introduced next, belong to this category of low-cost methods.

6. AB INITIO MOLECULAR DYNAMICS
One alternative to wave-packet-based dynamics is ab initio
molecular dynamics (AIMD). In AIMD, the nuclei are described
as classical particles that follow Newton’s (classical) laws of
motion on electronic potentials Eel obtained by quantum-
chemical methods

∂
∂

= −∇M
t

R t E R t( ) ( ( ))RA

2

2 A
el

AA (16)

This is only an approximate description of the nuclear motion.
In reality, the motion naturally follows the laws of quantum
mechanics. Accordingly, by definition, AIMD excludes nuclear
quantum effects such as tunneling or coherence in the nuclar
motion, and canat bestbe corrected a posteriori. Describing
the motion of the nuclei classically in AIMD, however,
introduces a huge practical advantage for dynamics. As the
motion of the nuclei follows a (classical) trajectory RA(t) that is
at each time step determined only by the current molecular
geometry, the (exponentially scaling) precomputing part of the
entire PES is lifted off. Instead, the electronic-structure
calculations can be performed “on-the-fly” during the dynamics
simulation, whereby the necessary properties to propagate the
nuclear dynamics such as electronic potentials and their
gradients are only calculated at the current geometry.
We note that, in principle, it is also possible to generate a PES

within certain approximations where to run classical trajectories.
In one case, a semiglobal PES of a copper(I) complex in solution
was obtained from molecular dynamics trajectories, albeit on
uncoupled S0 and S1 states.

182 As it will be describe later, LVC
models can also be used to run AIMD trajectories. In all cases
though, the classical nature of the nuclei implies that a swarm of
trajectories to be propagated is needed, instead of the one single
propagation required in wave packet dynamics.
When several coupled electronic states are considered, two

problems appear due to the nature of the classical trajectory
approximation. One is that, unlike the wave packet that can split
in the presence of couplings (recall Figure 3a), in AIMD a recipe
is needed to transfer classical particles between different
electronic states. The other is that again, unlike a wave packet
that spreads over different electronic states and each portion
follows the gradient in its corresponding PES, in AIMD every
classical particle is confined to a single point of the PES and
follows a single gradient that has be to be decided somehow.
In the following, two of the AIMDmethods, which have been

used up to now for excited-state dynamics of transition metal
complexes will be described.
6.1. Surface Hopping

Probably the most popular AIMD approach that includes a
mechanism to transfer population between different electronic
states is surface hopping (SH).183,184 In SH dynamics, the
electronic wave function is allowed to spread over different
electronic states as it is expressed as a linear combination of
several electronic states:

∑Φ = Φr t R c t r R( , ; ) ( ) ( ; )el

j
j j

elec. states (17)

Its time evolution is determined by the time-dependent
electronic Schrödinger equation (in analogy to eq 10):

ℏ ∂Φ
∂

= ̂ Φi
r t R

t
r t R

( , ; )
( , ; )

el el el
(18)

which yields the time dependence of the coefficients cj(t)
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Note that in this standard formulation, the Hamiltonian already
excludes the light−matter interaction and is restricted to the
electronic states of the system. The first term in the parentheses
in eq 19 is the coupling between the different electronic states,
while the second term can be computed using the NAC between
the electronic states and the velocity of the nuclei vR:

⟨Φ| ∂
∂

|Φ ⟩ = ⟨Φ|∇ |Φ ⟩
t

vj k j R k R (20)

The trajectory in SH follows the gradient of a single electronic
state, the so-called active state, Φi. After every time step in the
simulation, the trajectory is allowed to change the active state,
i.e., to ”hop” to a different electronic PES (see Figure 3b) with a
certain probability. This probability is often calculated using the
fewest-switches criterion,183 which ensures a minimum number
of hops along the propagation. This criterion prevents the
system from effectively traveling along an averaged gradient in
the unfortunate case of a system hopping every time step. The
probability Pi→j for a hop from initial stateΦi to final stateΦj can
be expressed as
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This equation shows that the probability for a hop can only
become large in the presence of large NACsthrough the
second term in brackets (cf. eq 20)and when the electronic
wave function of the system has already sizable admixture of the
final state−through the coefficient cj(t) and the thus necessary
* <c t c t( ) ( ) 1i i .
After a trajectory hops from one electronic state to another, its

potential energy changes instantly. To conserve the total energy,
its kinetic energy needs to be adjusted. This is done by rescaling
the momenta of the nuclei, which, in practice, is best achieved by
rescaling along the direction of the NACs.185,186 A problem
appears when a hop should occur according to the probabilities
calculated from the electronic wave functions (eq 21), but the
trajectory has insufficient nuclear kinetic energy to compensate
for the potential energy change during the hop. In a fully
quantum description, such a transition can be allowed due to the
tunneling effect. However, in the classical description used in
SH, such transitionsreferred to as f rustrated hopsare not
allowed. Consequently, standard SH is not able to describe
processes involving tunneling effects, although using a modified
hopping criterion, it is possible to explore tunneling pathways
qualitatively (see section 10.4).
In order to mimic a wave packet, AIMD methods employ a

swarm of trajectories, which in SH are independent of each
other. While following a single path along the nuclear
coordinates, the propagation of the electronic wave function
still faces the problem that it is completely coherent.187,188 This
means that all parts of the electronic wave function, even if they
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are in different electronic states, are all propagated along the
same gradient, which is the gradient of the active state. This
description is erroneous. Instead, each part of a wave packet
should experience the gradient of the electronic state that it
occupies and be moved with individual velocities according to
corresponding gradient, thus, losing the coherence of motion
among them over time. As a remedy, SH simulations employ
different types of so-called decoherence corrections.185,189 For
example, in the easiest from all, the energy-based decoherence
correction,190 the electronic populations on the nonactive states
are continuously damped at each time step. The decoherence
time that determines the rate of this damping thereby depends
on the energy difference between the active and nonactive states
as well as the kinetic energy of the trajectory.191 Thus, the larger
the energy gap between the states and the faster the system
moves, the faster the electronic populations decohere.
6.1.1. Cost of Surface Hopping Simulations. The

computational cost of a SH simulation is basically determined
by the underlying on-the-fly electronic structure calculations.
The total cost depends on the number of trajectories
propagated. However, as in SH all trajectories are independent,
their calculation can be well-parallelized. A SH trajectory uses a
typical nuclear time step of 0.5 fs. This means, for a total
simulation time of, say, 500 fs, we need 1000 time steps, and if a
swarm of 100 trajectories is considered, this adds up to 105

electronic structure calculations that need to be performed. For
reference, this number is comparable to the number of
calculations necessary to precompute a five-dimensional PES
with 10 grid points in each dimension where to propagate a wave
packet. The computational advantage of SH methods explains
why it has been extensively used in the last decades192,193 to
study the excited states in a broad variety of organic materials
and, to a lesser extent, also in transition metal com-
plexes.42,99,130−135,141 On passing we note that, from these
studies, only one42 considered the effect of a laser excitation
explicitly.
The implementation of the LVC model within SH194 has

enabled further efficiency and therefore a cheaper application to
transition metal complexes.69,127−129,142 In this way, it is
possible to deal with systems with more than 100 nuclear
degrees of freedom, propagate for several picoseconds, and

consider thousands of trajectoriesa previously inaccessible
venture for on-the-fly SH. Figure 6 exemplifies the capabilities of
SH dynamics using LVC potentials defined for 166 normal
modes of a ruthenium(II) polypyridyl complex and using almost
9000 trajectories.129 On the dark side, however, even with LVC,
it is sometimes not possible to include all normal modes.
Especially low-frequency modes can experience nonphysically
large displacements when describing themotion of a molecule in
the basis of normal modes, and these modes need to be
excluded.127−129,142

6.1.2. Exploiting Surface Hopping to Find Relevant
Degrees of Freedom.As discussed in section 5.4, the selection
of nuclear degrees of freedom to be included in wave packet/
MCTDH simulations can be challenging. An interesting
approach is then to use a combination of wave packet and SH
methods.139,195 For instance, SH simulations were performed
for a copper(I) complex in solution including all vibrational
degrees of freedom.139 Using a principal component analysis,
the dominant normal modes activated during the SH excited-
state decay were identified and could be used in a subsequent,
more accurate wave packet dynamics simulation.
One way to identify the important normal modes that can be

obtained from a single simulation run is to follow the activity of
each normal mode during the dynamics. However, there exist
also more sophisticated approaches that take into account the
coupling of the nuclear motion to the evolution of the electronic
state population. For example, normal mode coherence or
correlation analyses include the comparison of the motion of
AIMD trajectories in excited states and in the ground state or
monitor the effect of normal modes on excitation energies,
energy gaps, and the overlaps between electronic state wave
functions.196 Furthermore, the FrozeNM algorithm can be used
to freeze normal modes and observe the effect that their
exclusion has on the time evolution of the electronic states.197

Finally, a machine-learning algorithm has been developed that
can identify global reaction coordinates in excited-state
reactions from AIMD simulations in an automatic manner,
given that the AIMD simulations provide sufficiently large data
sets for statistical evaluation.198

As an alternative avenue, SH simulations performed using
LVC potentials are so efficient that they can be gradually

Figure 6. Excited-state dynamics of [Ru(II)(bpy)2(
S−Sbpy)]2+ (bpy = 2,2′-bipyridine, S−Sbpy = [1,2]dithiino[4,3-b:5,6-b′]dipyridine). (a) Time

evolution of electronic state populations colored according to the charge transfer (CT) character. (b) Charge transfer mechanism obtained from a
surface hopping study carried out on 161-dimensional potential energy surfaces based on TDDFT linear vibronic coupling models. An excitation at a
high-energy absorption bands that is dominated by metal-to-ligand charge transfer (MLCT) excitations to the bpy ligands [green/turquoise
contributions in (a), starting at the left-hand side] is after 250 fs very similar to the results obtained when exciting into the lowest-energy absorption
band corresponding to states where the S−Sbpy ligand [yellow/orange contributions in (a), starting at the right-hand side] is predominant. This means
that in less than 200 fs excitations are located in the disulfide ligand, regardless of the excitation wavelength. Reproduced from ref 129. Copyright 2021
American Chemical Society.
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repeated reducing its dimensionality until the differences to the
full dimensional calculation are acceptably small. In this way, a
minimum set of degrees of freedom can be identified, as
illustrated in a small platinum(IV) complex that could be
reduced from its 15-dimensional space initially considering 200
electronic states to a nine-dimensional problem with 76
electronic states without loss of accuracy.195

6.2. Ab Initio Multiple Spawning

A number of other methods to study excited-state dynamics
exist, which in terms of cost and approximations can be placed
formally between the MCTDH and SH formalisms.63 From
them, only the ab initio multiple spawning (AIMS) approach199

has been employed in the excited-state dynamics of transition
metal complexes, an iron(II) complex110 (see Figure 7).
AIMS is derived from full multiple spawning (FMS),200 in

which Gaussian functionsalso referred to as trajectory basis
functions (TBF)are propagated on classical trajectories.
When TBFs enter regions with high probability to transfer
population between different electronic states (regions with
strong NACs), new TBFs are spawned on the electronic states
that are encountered, and both the initial as well as the spawned
TBFs are propagated further (see Figure 3c). In contrast to other
methods using classical trajectories, FMS requires the
precomputation of the complete PESs to mediate the coupling
between the TBFs, and it is formally exact.

In AIMS, the couplings between the TBFs are calculated only
locally around the regions where the TBFs are getting close to
each other. Using this approximation, AIMS simulation can also
be performed on-the-fly. Furthermore, AIMS simulations
usually employ the independent-first-generation approximation,
in which all initial (parent) TBFs are independent; only the
spawned (child) TBFs stay coupled to the initial TBFs. This
approximation can be justified by assuming that the nuclear
wave packet will usually spread rapidly in phase space in the
beginning of the dynamics, which then would allow to neglect
the coupling between the parent TBFs. This approximation is
exaggerated further in SH − substituting spawns by hops−in
which there is no coupling at all between the trajectories. It could
likewise be justified by assuming that the nuclear wave packet
spreads rapidly also after nonadiabatic events.
With the parent and child TBFs coupled in AIMS, the

computational demand scales quadratically with the number of
TBFs, thus making AIMS more costly than SH when
comparable numbers of trajectories and TBFs are used. The
higher scaling may be alleviated by introducing a stochastic-
selection scheme, in which spawned TBFs can be removed.201

When the coupling between TBFs becomes small, one of the
coupled TBFs is selected, the population of the other TBFs is
collapsed into the selected TBF, and only the selected TBF is
propagated further. In this manner, approximate AIMS
simulations could be run at similar cost as SH simulations
with results close to that of standard AIMS202so far without

Figure 7. (a) Time evolution of electronic state populations of different pathways of ab initio multiple spawning (AIMS) dynamics of a
dimethylnitramine iron complex (b). AIMS simulations conducted on 33-dimensional potential energy surfaces calculated on-the-fly using CASSCF.
Three different reaction channels corresponding to Fe−O, N−O, and N−N bond dissociation could be identified. Adapted with permission from ref
110. Copyright 2017 The Authors.

Figure 8. Description of the [Re(CO)3(phen)(im)]+ complex in different environments (phen = phenanthroline, im = imidazole): (a) in gas phase;
(b) in QM/MM aqueous solution surrounded by 1054 water molecules; (c) in implicit aqueous solution. Little spheres represent point charges on the
cavity surrounding the complex. Figure adapted from ref 205 under a Creative Commons Attribution 3.0 Unported License. Copyright 2017 PCCP
Owner Societies.
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spin−orbit couplings203 and not yet applied to any transition
metal complex. Furthermore, AIMS simulations can be made to
describe tunneling dynamics by allowing to spawn TBFs in the
same electronic state, e.g., when the distance between the
tunneling particle and its donor particle surpasses a certain
threshold.204

7. ENVIRONMENTAL EFFECTS

Very often, the phenomena one is interested in occur in an
environment, being either a solvent or a biological surrounding
structure. Accordingly, dynamics simulations of transition metal
complexes should be simulated in the same media. In the
following, we discuss two approaches that are readily used for
excited-state dynamics: in one the environment is included
explicitly and in the other, typically a solvent is only accounted
for implicitly (see Figure 8).

7.1. Explicit Environments: QM/MM Partitioning

In section 4.4, we discussed the introduction of semiempirical
approximations in the electronic structure calculations in order
to make calculations of large molecules feasible. When a large
amount of, for example, solvent molecules should be included in
the calculation, semiempirical methods are rarely enough. In
these cases, the system can be further approximated with a
partition in two (or more) regions, where one of themat least
the transition metal complexis treated quantum mechanically
(QM) and the rest is only accounted for with molecular
mechanics (MM), i.e., replaced by parametrized force fields.206

Force fields contain classical energy expressions for bond
lengths, bond angles, and dihedral angles as well as long-range
interaction terms such as van-der-Waals and electrostatic
interactions. This classical approach is computationally very
economic, and it allows to simulate dynamics of systems with
>106 atoms. Therefore, combined with the QM methods to
describe the electronic excited states, it is ideal to treat transition
metal complexes in solution or in an biological environment.
Depending how the interaction between the regions is

defined, different QM/MMmethods exist.207,208 In all schemes,
the computational effort is mostly due to the expense of the QM
part of the calculation. Therefore, the size limits for a typical QM
region in hybrid QM/MM calculations is not larger than the
molecular size limit for the QM computation of the isolated
molecule. Due to the structural flexibility of biological
environments or solvents, PES cannot be characterized by
unique points such as global energy minima or minimum-energy
crossing points in QM/MM calculations. Instead, several
thermally accessible minima that can be populated exist and
should be properly sampled,209 increasing the complexity of the
calculations.
QM/MM approaches have been applied in nonadiabatic

AIMD simulations of several transition metal complexes in
solution.42,130,132,139 In all of these studies, the transition metal
complex is described alone in the QM region, while the bulk of
the solvent (∼103 molecules) are described using MM force
fields, as in Figure 8b. Although QM/MM-AIMD simulations of
organic systems embedded in biological environments
exist,39,210−214 we are not aware of any example with a transition
metal complex.
Including environment effects using QM/MM approaches in

wave packet dynamics is also possible, however, it requires more
elaborate schemes. These schemes can include the modification
of precomputed PES of the isolated molecule with energetic
shifts calculated from ground-state QM/MM-MD simula-

tions126,215,216 or an iterative update of the solvent effects that
is obtained from the simultaneous simulation of the solvent in an
ensemble of classical trajectories,217 with most applications so
far treating only organic solutes.215−217

7.2. Implicit Environments

An alternative approach to incorporate environmental effects is
to replace their atomistic description by a dielectric continuum.
This approach was created and is particularly useful to account
for solvation.218,219 Popular implementations of this approach
include the polarizable continuummodel (PCM)220 and related
variants, such as conductor-like screening model (COSMO)221

or the SMD model.222 In these models, the solute molecule is
placed inside a cavity containing charges on its surface, through
which the interaction between the solute molecule and the
surrounding solvent continuum is described (see Figure 8c).
These models have been applied in excited-state dynamics of

solvated transition metal complexes parametrized with LVC
potentials using both MCTDH117−122,126,136,138 and AIMD
simulations.127−129,142 Although, in principle, there exist
stationary studies where also biological environments are
approximately modeled with continuum models with very
small dielectric constants, such strategy has not been used for
dynamics, as it cannot capture the explicit fluctuations of the
complex environments.
Something to keep in mind when describing an excitation

process using a continuum model is that the solvent effects can
be split into two contributions: a fast, dynamical component and
a slow, inertial component.218 The fast component describes the
interaction of the electron density of the solvent with the
electron density of the solute in its excited state that can be
considered changed instantaneously after excitation. The slow
component takes into account the situation that the solvent
moleculesthough modeled as a dielectric continuumare
still oriented referring to the initial electron density of the
ground state of the solute. When describing the dynamical
evolution after photoexcitation, the solvent effects will still be
well-approximated by the slow component referring to the
ground state, where they consist mainly on the modulation of
the energy differences between the different electronic states.223

However, at later times in the dynamics, when the solvent
molecules start to adopt their orientation to the changed
electron density in the excited state, this approximation becomes
worse.

8. INITIAL CONDITIONS, ZERO-POINT ENERGY, AND
TEMPERATURE

Excited-state dynamics simulations of nuclear motion requires
the selection of an initial condition that describes the state of the
nuclei before the excitation process. In wave packet/MCTDH
dynamics, the initial wave function is typically the lowest
vibrational state of the electronic ground state. When the PES
are expressed in an LVC model, the initial wave function can be
described by the ground-state wave function of an harmonic
oscillator. Starting the system in the vibrational ground state Ψ0
corresponds to describing the system at zero temperature, and
the total energy of the system is then given by its zero-point
energy (ZPE). Such situation is adequate to mimic gas phase
experiments performed in a cold beam, as for example those
described previously.99,100,104,107

When the system adopts a finite temperature, vibrationally
excited states become populated with temperature-dependent
probabilities that can be obtained, e.g., from statistical
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sampling.224 At room temperature, the populations of vibra-
tionally excited states are small for high-frequency modes
(>1000 cm−1); however their population grows at lower
frequencies with contributions exceeding 50% around frequen-
cies of 140 cm−1. Despite its simplicity, there are no wave
packet/MCTDH dynamics simulations of transition metal
complexes including temperature.
In AIMD simulations, the classical nuclei are described by

their position and momenta, which need to be selected as initial
conditions. Two common approaches exist for this purpose:
Wigner sampling (also referred to as quantum sampling) and
molecular dynamics sampling (classical sampling).225,226 In the
Wigner sampling, coordinates and momenta are sampled from a
Wigner distribution227a simultaneous probability distribution
of coordinates and momenta, that is a function of the nuclear
wave function. For this, one typically employs the harmonic-
oscillator approximation for which analytical expressions of the
nuclear wave functions are known.228 Wigner sampling is
commonly employed in the zero-temperature formalism, where
the total energy of the system is again given by the ZPE.
However, the effects of finite temperature can easily be
accounted for by allowing the population of excited vibrational
states.229 In the classical sampling, initial position and momenta
are taken from snapshots from MD trajectories propagated in
the electronic ground state. In the ground-state MD simulation,
the system is given a total energy of kBT and the simulations are
typically performed at room temperature (T = 300 K). This
energy, kBT at room temperature, is much smaller than the ZPE.
The inclusion of the different amounts of vibrational energy
from both sampling approaches can have an effect, e.g., on
reaction rates in excited-state dynamics.225 Since the total

energy at room temperature is better approximated by the ZPE
(zero-temperature) Wigner sampling is, thus, usually preferable
over MD-based sampling. When studying large systems in a
hybrid QM/MM schemewhich cannot be described com-
pletely by QMit is also possible to combine Wigner sampling
for the QM part and classical sampling for the MM part.230,231

9. INCLUDING EXPLICIT LIGHT−MOLECULE
INTERACTIONS

One goal of nonadiabatic dynamics simulations is to study the
processes occurring after excitation of the molecule into its
excited electronic states. In spectroscopic experiments, this
excitation is usually realized by irradiation of the molecule with a
laser pulse centered around a specific wavelength, that is usually
known as the initial pump pulse. Furthermore, time-resolved
experiments need a second delayed pulse to probe the excited-
state reaction in time. This pulse sequence is then known as a
pump−probe experiment. Probe pulses can ionize the molecule
or excite as well as de-excite it to other electronic excited states.
Naturally, it would be desirable that the simulations imitate

the experiment as close as possible, in particular when a
comparison or interpretation of a particular experiment is aimed
at. Formally, the laser pulses can be easily added to the
Hamiltonian (cf. eq 2) and in the field of quantum dynamics,
there exist a number of studies of transition metal complexes
using explicit laser pulses.48,100,104−106,125 One example is shown
in Figure 9a, where the dissociation ratio of CO versus CH3 is
manipulated using a sequence of well-timed laser pulses: a pump
laser that excites population into an intermediate state and a
dump laser that de-excites it to the desired dissociative state.

Figure 9. (a) Illustration of wave packet propagation including a pump-dump laser sequence to enhance the dissociation of CH3 versus the natural
cleavage of CO in Co(CO)3(CH3) in gas phase. The first pulse pumps population to an intermediate state that excites the Co−CO bond. The second
well-timed pulse dumps population to a state dissociative along Co−CH3. Adapted with permission from ref 106. Copyright 2007 American Institute
of Physics 2007. (b−d) Comparison of experimental and simulated time-resolved emission spectra of [Re(CO)3(im)(phen)]+ in aqueous solution; im
= imidazole; phen = phenanthroline. (b) Experimental time-resolved luminescence signal232 for [Re(CO)3(im)(phen)]+. (c) Same observable
computed from surface hopping trajectories.42 (d) Integrated simulated spectrum (black dots) and biexponential fit. The obtained time constant of
154 fs is in excellent agreement with that obtained experimentally (144 fs). Adapted from ref 42 under a Creative Commons Attribution 3.0 Unported
License. Copyright 2019 The Royal Society of Chemistry.
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As time-resolved spectroscopic experiments typically use
weak laser pulses that only excite a few percent of the total
population, the simulation of the excitation process can be
cumbersome, particularly in AIMD simulations. In wave packet
dynamics propagations, one would choose laser parameters
similar to the experimental ones and make sure that the
corresponding small populations do not run into numerical
problems. In AIMD, although laser interactions can be
simulated,233−235 the use of laser pulses that only excite a tiny
fraction of the molecules is impractical236 because most of the
calculated initial conditions are disregarded. For that reason,
explicit laser excitations to excite initially the molecule are
ignored in AIMD simulations of transition metal complexes−
with exception.42 In general, for simplicity in wave packet
dynamics and for economic reasons in AIMD simulations, the
excitation is only considered implicitly through the appropriate
selection of the initially excited electronic states. We note,
however, that the simulation of the time-resolved experimental
signal can be computed a posteriori from AIMD simulations,
using the available trajectories to excite or ionize the system
further. Figure 9b−d shows one example of a simulated time-
resolved luminescence spectra signal for a rhenium complex in
solution obtained with SH simulations. We also note that in this
case, an excellent agreement between theory and experiment
only became visible because the global experimental signal was
directed simulated.42

The excitation process in wave packet dynamics is often
simulated through a vertical projection of the nuclear wave
packet from the electronic ground state into the potential of the
absorbing electronic state. This approach is valid in the limit of
ultrashort laser pulses (so-called δ-pulses), where the nuclear
wave packet in the excited state is simply a copy of the
vibrational ground state in the electronic ground state scaled by
the transition-dipole moment.237 At the other extreme, the
simulation of long laser pulses (a continuous wave) corresponds
to exciting the molecule into a vibrational state of its excited
electronic state. In reality, a laser pulse with a finite duration will
achieve an intermediate situation, that is best taken into account
if explicitly included in the simulation. We note that care has to
be taken when including the laser pulse explicitly in the case of
exciting into a set of degenerate electronic states, as this can lead

to dynamics that are dependent on the polarization of the laser in
the simulation.125

In AIMD simulations, the ultrashort pulse limit for the initial
excitation is usually emulated by computing the excited states of
a large set of nuclear geometries (sampled as described in section
8) and then selecting the states and associated geometries by the
size of the oscillator strength.236,238 In order to keep a reasonable
number of initial conditions, for practical purposes, the initially
excited states are selected not at a specific wavelength but within
an energy window around the intended excitation energy. As
AIMD simulations require a large number of trajectories for
statistical averaging, accordingly, a much larger number of trial
states need to be generated to start trajectories only in states with
(relatively) large oscillator strengths. Typical excitation energy
windows range from 0.2 eV129,142 to 0.5 eV.69,128,131,134 In some
cases, this selection scheme is also approximated by starting
trajectories in one specific state based on its large oscillator
strength at the Franck−Condon geometry.110,130,132,133,135

It is also possible to think about an excitation process different
from the coherent light coming from the laser pulses typically
employed in femtosecond spectroscopy: the interaction of
molecules with natural thermal light coming from sources such
as the sunas encountered in biological processes.239 Besides
the broader spectral excitation range, natural thermal light is
stationary incoherent irradiation and may, thus, trigger other
responses than observed when using coherent pulsed laser
irradiation.240 The incoherent nature of natural thermal light
during the excitation process can be described through an
ensemble of coherent pulses, whereby all effects of incoherence
are recast in the postexcitation averaging.241 The effects of
stationary incoherent irradiation can then be implemented in
nonadiabatic dynamics simulations through running an
ensemble of dynamics simulations, displacing the individual
runs in time and using a weighted averaging scheme over all
runs.242

10. BRIDGING TIME SCALES

10.1. State of the Art

With the standard techniques described until now, the time
scales that can effectively be simulated using nonadiabatic

Figure 10. Simulation times (colored dots) in nonadiabatic dynamics using different methods as a function of the number of nuclear degrees of
freedom. Note the double-logarithmic scale. Shaded areas denote typical combinations based on the literature surveyed in this Perspective and do not
refer to any strict limits. All simulation times taken from studies of transition metal complexes, except surface hopping/machine learning studies which
were applied to organic molecules.243,244 MCTDH =multiconfigurational time-dependent Hartree. AIMS = ab initio multiple spawning. LVC = linear
vibronic coupling.
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dynamics are basically determined by their computational cost
(see an overview in Figure 10). For wave packet propagations
(recall section 5), this cost is hidden in the precalculation or
parametrization of the PES and scales exponentially with the
number of nuclear degrees of freedom. Accordingly, nowadays,
simulation times for transition metal complexes range from 1 ps
on 15-dimensional PES117 over 4 ps on five-dimensional PES48

to 100 ps on two-dimensional PES.138 In on-the-fly AIMD
methods (section 6), the computational cost is dominated by
the electronic structure calculation that is performed at every
time step. A typical simulation time is 1 ps, e.g., in a
ruthenium(II) complex with 138 nuclear degrees of freedom
including three singlet and three triplet states.134

If using parametrized potentials, the time span of AIMD
simulations can be substantially extended. For example, using
LVC parametrized potentials, SH were run for several
picoseconds for iron(II) and vanadium(III) complexes on 244
and 197-dimensional PES including total numbers of 60 and 25
electronic states, respectively.128,142 In general, the cost of SH
simulations on LVC potentials is low enough to perform even
longer dynamics simulations. However, since the parametriza-
tion of the LVC potentials is usually conducted at the Franck−
Condon geometry, the description of the dynamics becomes
worse the farther the system moves away from the Franck−
Condon geometry. Thus, simulations based on LVC potentials
become less reliable for longer simulation times−both using
AIMD and wave packet dynamics. In the following, we describe
several scenarios that envision how to bridge the gap of large
time scales and what can expected to be soon used for the
excited-state dynamics of transition metal complexes.

10.2. Machine Learning

A promising alternative to extend the time scales is to exploit
parametrized PES from machine learning (ML) algo-
rithms,245−247 although this approach has been only applied to
relatively small organic molecules. ML algorithms use para-
metrized functions that have been fitted to a reference test set−
the training set−in order to predict properties of interest for new
data points that are not in the training set. For example, ML
algorithms were trained on excitation energies and oscillator
strengths at a set of different ground-state geometries and used
to predict these properties at other ground-state geometries and
thus simulate the complete absorption spectrum.248,249

The first applications of ML algorithms to nonadiabatic
dynamics simulations have been reported on on-the-fly
computed PES.243,244,250−254 Studies thereby highlighted
difficulties to describe the dynamics in regions of strong
NACs or close to conical intersections when using ML with
kernel ridge regression algorithms.251,252 In contrast, dynamics
based on ML featuring neural networks seem to handle these
problematic regions better.243,244,253,254

The ability of the ML algorithm to predict properties
depending on the training data introduces two problems in
the simulation of nonadiabatic dynamics. First, in order to
describe molecular properties correctly in all regions of the PES
that the molecule visits during the dynamics, all regions must be
taken into account in the training of ML algorithm. For large,
polyatomic molecules, the knowledge about which regions are
important is usually not available a priori. This problem can,
however, be solved within the ML algorithm itself through
adaptive sampling.243,244 In this approach, two or more ML
algorithms are trained independently and their predictions are
compared during the simulation. When the differences between

their predictions at a certain molecular geometry surpass a
predefined threshold, the geometry is assumed to lie in a region
of insufficient training data. The properties at this geometry are
then calculated using a reference method, the data are added
into the training data, and the ML algorithm can, thus, be
improved iteratively. In this way, dynamics on parametrized
potentials can be simulated also for long-time scales up to
nanosecond in a meaningful manner.243,244

The second problem concerns the choice of the reference
method for the training data. As the ML algorithm is trained to
reproduce the results of the reference method, the choice of the
reference method defines the ultimate accuracy of the ML
algorithm. Since typical training sets need thousands of training
points, the compilation of the training data can itself become
computationally expensive. However, also this task can be
alleviated using ML techniques, i.e., Δ machine learning.255,256

In Δ-ML, an algorithm can be trained to predict corrections to
computationally inexpensive electronic structure methods
through comparison to more accurate reference data. This
approach, however, has not yet been applied in combination
with excited-state dynamics simulations.

10.3. Metadynamics

Metadynamics is a technique to accelerate rare events occurring
in the electronic ground state.257 In metasurface hopping,258 it is
possible to speed-up the dynamics and sample faster reaction
pathways by accelerating the rate of nonadiabatic transitions.
Since this rate depends linearly on the nuclear kinetic energy and
quadratically on the NACs, it can be accelerated by scaling up
the NACs; this has been first demonstrated in the relaxation rate
from the S1 state of a small organic molecule.258

A related approach to metasurface hopping is given by
multistate metadynamics,259,260 which extends the original
(ground-state) metadynamics approach257 to multiple elec-
tronic states. In metadynamics, the dynamics of a molecule are
started in its ground state equilibrium, and successively external
potentials are added to drive the molecular dynamics toward a
desired region. For multistate metadynamics, this desired region
is the conical intersection between the ground and the first
excited state. Thus, instead of monitoring the decay to the
ground state starting from the excited state, the possible reaction
pathways are searched in reverse direction.

10.4. Rare Event Sampling

The rate of a process in nonadiabatic dynamics depends on the
probability that it occurs. In wave packet dynamics simulations,
low-probability processes occurring on a long time scale can be
captured by extending the simulation time (within reason), as
the wave packet at every time step is allowed to spread over all
accessible reaction pathways. In AIMD simulations, such as SH,
where trajectories follow a single pathway, describing such rare
events can be difficult, as besides the cost of the long simulation,
a sufficiently large ensemble of trajectories is required. The
margin of error of a random statistical sampling is approximately
given by

ε =γ γz N( )trajectories
1/2

(22)

where zγ is the quantile of the standard deviation. This means
that for a 95% confidence interval (z0.95 = 0.98), a process that
accounts for 10 or 1% of the reaction yield requires ∼100 or
10000 trajectories, respectively, for statistical meaningful results.
In order to sample even rarer events, the army-ants algorithm
has been developed for SH,261 where trajectories are
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stochastically driven to explore also low-probability channels.
This significantly reduces the number of trajectories needed to
converge results for simulating processes with very low
probabilities (∼10−8). The army-ants algorithm has also been
used to model tunneling paths employing classical trajectories.
This is done by pushing the trajectories to go beyond the
classical turning points in ground-state molecular dynamics
simulations262 and mean-field Ehrenfest dynamics including
excited states.263,264

10.5. Rate Methods

One example of a process that can be slow is intersystem
crossing. Fast intersystem crossing events can be monitored by
doing excited-state simulations including SOCs (cf. eq 6).
However, when intersystem crossing is too slow, time scales can
be obtained indirectly from static calculation of intersystem
crossing rates,12,26,265 e.g., based on Fermi’s golden rule

∑π δ=
ℏ

|⟨Ψ | ̂ |Ψ ⟩| −k E E
2

( )
f

i f i fISC
final states

mol SO mol 2

(23)

The molecular wave functions Ψmol are thereby taken as a
product of an electronic and a nuclear part, the latter typically
approximated by harmonic oscillators, and all coupling elements
are calculated at a reference geometry for which usually the
equilibrium geometry of the initial state Ψi

mol is selected. This
approach has been used to calculate intersystem crossing rates
for a number of transition metal complexes.266−272 Due to the
selection of a reference geometry where the intersystem crossing
is to occur and the assumption that the system resides in an
initial state at the beginning of the intersystem crossing process,
these static approaches are limited in the processes that they are
able to describe. Thus, most of the applications266−269 focus on
the intersystem crossing connecting the lowest-excited singlet
and triplet states S1 and T1, while few others270,271 also take into
account the T2 state. A different strategy was adopted in ref 272,
where intersystem crossing rates were calculated for a network of
several singlet, triplet, and quintet states of an iron(II) complex.
In this case, the calculations were performed at the ground-state
equilibrium geometry, which was deemed reasonable based on
the ultrafast nature of the intersystem crossing established from
experimental studies, i.e., giving the system only few tens of
picoseconds to move away from the ground-state equilibrium
geometry after excitation before ISC occurs.

11. CONCLUSIONS AND CHALLENGES AHEAD
The field of excited-state simulations on transition metal
complexes is now about three decades old. It started with
exact quantum dynamics simulations in reduced dimensionality
(one or two degrees of freedom), but it has been only very
recently that it could make the leap to include all the important
degrees of freedom or even full dimensionality in selected
complexes. The latter was possible either by exploiting
parametrized potentials or/and in combination with on-the-fly
methods, such as surface hoping or multiple spawning. With
these techniques established, one can expect a booming in the
field that will help rationalize new experiments and make
exciting predictions comparable to the pace that organic
photophysics and photochemistry experienced in the last 30
years.
However, the limitations of the methods are still plenty and

many are the challenges ahead. Even today, the dynamical
methods that can applied to transitionmetal complexes could be

basically grouped at two extremes: one that rely on quantum
nuclei but sacrifices degrees of freedom and another that can
include all the degrees of freedom but sacrifices the quantum
nature of the nuclei. Unfortunately, as of today, the best of both
worlds is only possible for the smallest organic systems but not
for transition metal complexes. These means that often,
depending on the molecule or even its electronic structure
(which a priori is difficult to know), one strategy or the other can
bemore suitable (or the only one viable) and this selection is not
a lighthearted decision to take.
One additional aspect is the inclusion of explicit light−matter

interactions in the calculations, be it incoherent light sources
such as the sun, a coherent excitation with a laser, the simulation
of a full pump−probe experiment, or even the application of
tailored (optimal) laser pulses aimed to control nuclear and
electronic properties of a transition metal complex. While early
studies based on wave packets could describe these interactions
easily (albeit in reduced dimensionality), the methods based on
trajectories that can to date be applied to transition metal
complexes still face important difficulties in this endeavor.273,274

In addition, one should realize that the suitability of the
underlying electronic structure method is always key for
successregardless of the chosen dynamical strategyand its
choice can hamper the efficiency and feasibility of the dynamical
method itself, as well as the quality of the final results. For
instance, some transition metal complexes might require
multireference methods, which, while they might be available
for stationary calculations, are not affordable for on-the-fly
dynamical methods. Thus, if the applicability of a multireference
method in reduced-dimensional models is also too expensive or
too simplistic (despite its application also being an intrinsic
challenge itself!), one is left with no choice for dynamics to look
at.
In this Perspective, we have reviewed every dynamical study of

transition metal complexes (to the best of our knowledge), and
we could see that the list of “must-haves” for the next years is
very long. We are awaiting to see recently developed electronic
structure methods, such as DMRG, combined with any method
for nuclear dynamics, to see more sophisticated on-the-fly
techniques extended to transition metal complexes, to see more
systematic studies where spectroscopic observables are included
and can be directly compared with experimental signals, and to
see the capabilities of machine learning potentials applied to
transition metal complexes and studies based on metadynamics
or rare event sampling on this field. Of course, simulations
should be also be extended to include the description of the
environment, beyond solution, as there are a lot of interesting
applications of transition metal complexes embedded in DNA,
proteins, and other biological environments, as well as molecular
machines and other supramolecular assemblies at the nanoscale.
A considerable challenge is also posed by polynuclear
coordination complexes, where two or more metals are
simultaneously light-active and responsible for the photophysics
of the system. Besides the growth of the electronic structure
problem, such complexes display magnetic exchange inter-
actions, whose description with quantum chemical methods
pose a challenge by itself. For such complicated problems, the
advent of quantum computation275 could bring a new
perspective by exploiting their unique features of superposition
and entanglement. The first steps in the use of quantum
algorithms for nonadiabatic dynamics276 have already been
proposed. We thus believe that the next decade will see an
increase of fundamental new ideas to harness the excited-state
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dynamics of transition metal complexes for the benefit of society
and humankind in many areas.
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(172) Rüger, R.; van Lenthe, E.; Heine, W.; Visscher, L. Tight-binding
approximations to time-dependent density functional theory − A fast
approach for the calculation of electronically excited states. J. Chem.
Phys. 2016, 144, 184103.
(173) Zheng, G.; Witek, H. A.; Bobadova-Parvanova, P.; Irle, S.;
Musaev, D. G.; Prabhakar, R.; Morokuma, K.; Lundberg, M.; Elstner,
M.; Kohler, C.; Frauenheim, T. Parameter Calibration of Transition-
Metal Elements for the Spin-Polarized Self-Consistent-Charge Density-
Functional Tight-Binding (DFTB) Method: Sc, Ti, Fe, Co, and Ni. J.
Chem. Theory Comput. 2007, 3, 1349−1367.
(174) Reiter, S.; Keefer, D.; de Vivie-Riedle, R. Exact Quantum
Dynamics (Wave Packets) in Reduced Dimensionality. In Quantum
Chemistry and Dynamics in Excited States: Methods and Applications;
González, L., Lindh, R., Eds.; John Wiley & Sons, 2021; Chapter 11, pp
357−381.
(175) Fleck, J. A., Jr.; Morris, J. R.; Feit, M. D. Time-Dependent
Propagation of High Energy Laser Beams through the Atmosphere.
Appl. Phys. 1976, 10, 129−160.
(176) Beck, M. H.; Jäckle, A.; Worth, G. A.; Meyer, H.-D. The
multiconfiguration time-dependent Hartree method: A highly efficient
algorithm for propagating wavepackets. Phys. Rep. 2000, 324, 1−105.
(177) Worth, G. A.; Meyer, H.-D.; Cederbaum, L. S. Relaxation of a
system with a conical intersection coupled to a bath: A benchmark 24-
dimensional wave packet study treating the environment explicitly. J.
Chem. Phys. 1998, 109, 3518−3529.
(178) Wang, H.; Thoss, M. Mulitlayer Formulation of the Multi-
configuration Time-Dependent Hartree Theory. J. Chem. Phys. 2003,
119, 1289−1299.
(179) Vendrell, O.; Meyer, H.-D. Mulitlayer multiconfiguration time-
dependent Hartree method: Implementation and applications to a
Henon-Heiles Hamiltonian. J. Chem. Phys. 2011, 134, 044135.
(180) Köppel, H.; Domcke, W.; Cederbaum, L. S. Multimode
Molecular Dynamics Beyond the Born-Oppenheimer Approximation.
In Advances in Chemical Physics; Prigogine, I., Rice, S. A., Eds.; John
Wiley & Sons, 1984; Vol. 57, pp 59−246.
(181) Capano, G.; Penfold, T. J.; Rothlisberger, U.; Tavernelli, I. A
Vibronic Coupling Hamiltonian to Describe the Ultrafast Excited-State
Dynamics of a Cu(I)-Phenanthroline Complex.Chimia 2014, 68, 227−
230.
(182) Agena, A.; Iuchi, S.; Higashi, M. Theoretical study on
photoexcitation dynamcics of a bis-diimine Cu(I) complex in solution.
Chem. Phys. Lett. 2017, 679, 60−65.
(183) Tully, J. C. Molecular dynamics with electronic transitions. J.
Chem. Phys. 1990, 93, 1061−1071.
(184) Tully, J. C. Mixed quantum-classical dynamics. Faraday Discuss.
1998, 110, 407−419.
(185) Plasser, F.; Mai, S.; Fumanal, M.; Gindensperger, E.; Daniel, C.;
Gonzalez, L. Strong Influence of Decoherence Corrections and
Momentum Rescaling in Surface Hopping Dynamics of Transition
Metal Complexes. J. Chem. Theory Comput. 2019, 15, 5031−5045.
(186) Barbatti, M. Velocity Adjustment in Surface Hopping: Ethylene
as a Case Study of the Maximum Error Caused by Direction Choice. J.
Chem. Theory Comput. 2021, 17, 3010−3018.
(187) Schwartz, B. J.; Bittner, E. R.; Prezhdo, O. V.; Rossky, P. J.
Quantum decoherence and the isotope effect in condensed phase
nonadiabatic molecular dynamics simulations. J. Chem. Phys. 1996, 104,
5942−5955.
(188) Bittner, E. R.; Rossky, P. J. Quantum decoherence in mixed
quantum-classical systems: Nonadiabatic processes. J. Chem. Phys.
1995, 103, 8130−8143.
(189) Subotnik, J. E.; Jain, A.; Landry, B.; Petit, A.; Ouyang, W.;
Bellonzi, N. Understanding the Surface Hopping View of Electronic
Transitions and Decoherence. Annu. Rev. Phys. Chem. 2016, 67, 387−
417.
(190) Zhu, C.; Nangia, S.; Jasper, A. W.; Truhlar, D. G. Coherent
switching with decay of mixing: An improved treatment of electronic

JACS Au pubs.acs.org/jacsau Perspective

https://doi.org/10.1021/jacsau.1c00252
JACS Au 2021, 1, 1116−1140

1137

https://doi.org/10.1063/1.1590951
https://doi.org/10.1063/1.1590951
https://doi.org/10.1063/1.1590951
https://doi.org/10.1016/j.cplett.2004.06.011
https://doi.org/10.1016/j.cplett.2004.06.011
https://doi.org/10.1016/j.cplett.2004.06.011
https://doi.org/10.1063/1.2834918
https://doi.org/10.1063/1.2834918
https://doi.org/10.1063/1.475855
https://doi.org/10.1063/1.475855
https://doi.org/10.1063/1.475855
https://doi.org/10.1063/1.475855
https://doi.org/10.1063/1.1836757
https://doi.org/10.1063/1.1836757
https://doi.org/10.1063/1.1545679
https://doi.org/10.1063/1.1545679
https://doi.org/10.1063/1.1545679
https://doi.org/10.1002/wcms.99
https://doi.org/10.1002/wcms.99
https://doi.org/10.1002/wcms.1206
https://doi.org/10.1002/wcms.1206
https://doi.org/10.1002/wcms.1206
https://doi.org/10.1016/0009-2614(95)00841-Q
https://doi.org/10.1016/0009-2614(95)00841-Q
https://doi.org/10.1103/PhysRevA.26.2395
https://doi.org/10.1103/PhysRevA.26.2395
https://doi.org/10.1063/1.4892418
https://doi.org/10.1063/1.4892418
https://doi.org/10.1063/1.4892418
https://doi.org/10.1063/1.4892418
https://doi.org/10.1021/acs.jctc.5b00619?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jctc.5b00619?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jctc.5b00619?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1016/S0065-3276(05)50003-0
https://doi.org/10.1016/S0065-3276(05)50003-0
https://doi.org/10.1039/C5CP01884F
https://doi.org/10.1039/C5CP01884F
https://doi.org/10.1039/C5CP01884F
https://doi.org/10.1007/s00214-004-0610-3
https://doi.org/10.1007/s00214-004-0610-3
https://doi.org/10.1098/rsta.2012.0483
https://doi.org/10.1063/1.5022466
https://doi.org/10.1063/1.5022466
https://doi.org/10.1063/1.5022466
https://doi.org/10.1021/acs.jctc.6b00403?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jctc.6b00403?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jctc.6b00403?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/ct100030j?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/ct100030j?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/ct100030j?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jctc.8b00018?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jctc.8b00018?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jctc.8b00018?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jctc.7b01000?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jctc.7b01000?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1063/1.4948647
https://doi.org/10.1063/1.4948647
https://doi.org/10.1063/1.4948647
https://doi.org/10.1021/ct600312f?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/ct600312f?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/ct600312f?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1007/BF00896333
https://doi.org/10.1007/BF00896333
https://doi.org/10.1016/S0370-1573(99)00047-2
https://doi.org/10.1016/S0370-1573(99)00047-2
https://doi.org/10.1016/S0370-1573(99)00047-2
https://doi.org/10.1063/1.476947
https://doi.org/10.1063/1.476947
https://doi.org/10.1063/1.476947
https://doi.org/10.1063/1.1580111
https://doi.org/10.1063/1.1580111
https://doi.org/10.1063/1.3535541
https://doi.org/10.1063/1.3535541
https://doi.org/10.1063/1.3535541
https://doi.org/10.2533/chimia.2014.227
https://doi.org/10.2533/chimia.2014.227
https://doi.org/10.2533/chimia.2014.227
https://doi.org/10.1016/j.cplett.2017.04.082
https://doi.org/10.1016/j.cplett.2017.04.082
https://doi.org/10.1063/1.459170
https://doi.org/10.1039/a801824c
https://doi.org/10.1021/acs.jctc.9b00525?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jctc.9b00525?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jctc.9b00525?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jctc.1c00012?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jctc.1c00012?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1063/1.471326
https://doi.org/10.1063/1.471326
https://doi.org/10.1063/1.470177
https://doi.org/10.1063/1.470177
https://doi.org/10.1146/annurev-physchem-040215-112245
https://doi.org/10.1146/annurev-physchem-040215-112245
https://doi.org/10.1063/1.1793991
https://doi.org/10.1063/1.1793991
pubs.acs.org/jacsau?ref=pdf
https://doi.org/10.1021/jacsau.1c00252?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


coherence for non-Born-Oppenheimer trajectories. J. Chem. Phys.
2004, 121, 7658−7670.
(191) Granucci, G.; Persico, M. Critical appraisal of the fewest-
switches algorithm for surface hopping. J. Chem. Phys. 2007, 126,
134114.
(192) Wang, L.; Akimov, A.; Prezhdo, O. V. Recent Progress in
Surface Hopping: 2011−2015. J. Phys. Chem. Lett. 2016, 7, 2100−2112.
(193) Crespo-Otero, R.; Barbatti, M. Recent Advances and
Perspective on Nonadiabatic Mixed Quantum-Classical Dynamics.
Chem. Rev. 2018, 118, 7026−7068.
(194) Plasser, F.; Gómez, S.; Menger, M. F. S. J.; Mai, S.; González, L.
Highly efficient surface hopping dynamics using a linear vibronic
coupling model. Phys. Chem. Chem. Phys. 2019, 21, 57−69.
(195) Gómez, S.; Heindl, M.; Szabadi, A.; González, L. From Surface
Hopping to QuantumDynamics and Back. Finding Essential Electronic
and Nuclear Degrees of Freedom and Optimal Surface Hopping
Parameters. J. Phys. Chem. A 2019, 123, 8321−8332.
(196) Mai, S.; González, L. Identification of important normal modes
in nonadiabatic dynamics simulations by coherence, correlation, and
frequency analysis. J. Chem. Phys. 2019, 151, 244115.
(197) Negrin-Yuvero, H.; Freixas, V. M.; Rodriguez-Hernandez, B.;
Rojas-Lorenzo, G.; Tretiak, S.; Bastida, A.; Fernandez-Alberti, S.
Photoinduced Dynamics with Constrained Vibrational Motion:
FrozeNM Algorithm. J. Chem. Theory Comput. 2020, 16, 7289−7298.
(198) Tavadze, P.; Avendaño Franco, G.; Ren, P.; Wen, X.; Li, Y.;
Lewis, J. P. AMachine-DrivenHunt for Global Reaction Coordinates of
Azobenzene Photoisomerization. J. Am. Chem. Soc. 2018, 140, 285−
290.
(199) Ben-Nun, M.; Quenneville, J.; Martínez, T. J. Ab Initio Multiple
Spawning: Photochemistry from First Principles Quantum Molecular
Dynamics. J. Phys. Chem. A 2000, 104, 5161.
(200) Martínez, T. J.; Ben-Nun, M.; Levine, R. D. Multi-Electronic
State Molecular Dynamics: A Wave Function Approach With
Applications. J. Phys. Chem. 1996, 100, 7884−7895.
(201) Curchod, B. F. E.; Glover, W. J.; Martínez, T. J. SSAIMS−
Stochastic-Selection Ab Initio Multiple Spawning for Efficient Non-
adiabaticMolecular Dynamics. J. Phys. Chem. A 2020, 124, 6133−6143.
(202) Ibele, L. M.; Lassmann, Y.; Martínez, T. J.; Curchod, B. F. E.
Comparing (stochiastic-selection) ab initio multiple spawning with
trajectory surface hopping for the photodynamics of cyclopropanone,
fulvene, dithiane. J. Chem. Phys. 2021, 154, 104110.
(203) Curchod, B. F. E.; Rauer, C.; Marquetand, P.; González, L.;
Martínez, T. J. Communication: GAIMS − Generalized Ab Intio
Multiple Spawning for both internal conversion and intersystem
crossing processes. J. Chem. Phys. 2016, 144, 101102.
(204) Ben-Nun, M.; Martínez, T. J. A multiple spawning approach to
tunneling dynamics. J. Chem. Phys. 2000, 112, 6113−6121.
(205)Mai, S.; Gattuso, H.; Fumanal, M.; Muñoz-Losa, A.; Monari, A.;
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(221) Klamt, A.; Schüürmann, G. COSMO: a new approach to the
dielectric screening in solvents with explicit expressions for the
screening energy and its gradient. J. Chem. Soc., Perkin Trans. 2 1993,
2, 799−805.
(222) Marenich, A. V.; Cramer, C. J.; Truhlar, D. G. Universal
Solvation Model Based on Solute Electron Density and on a
Continuum Model of the Solvent Defined by the Bulk Dielectric
Constant and Atomic Surface Tensions. J. Phys. Chem. B 2009, 113,
6378−6396.
(223) Santoro, F.; Green, J. A.; Martinez-Fernandez, L.; Cerezo, J.;
Improta, R. Quantum and semiclassical dynamical studie of non-
adiabatic processes in solution: achievements and perspectives. Phys.
Chem. Chem. Phys. 2021, 23, 8181−8199.
(224) Lorenz, U.; Saalfrank, P. Comparing thermal wave function
methods for multi-configuration time-dependent Hartree simulations.
J. Chem. Phys. 2014, 140, 044106.
(225) Barbatti, M.; Sen, K. Effects of Different Initial Condition
Sampling on Photodynamics and Spectrum of Pyrrole. Int. J. Quantum
Chem. 2016, 116, 762−771.
(226) Zobel, J. P.; Heindl, M.; Nogueira, J. J.; González, L. Vibrational
Sampling and Solvent Effects on the Electronic Structure of the
Absorption Spectrum of 2-Nitronaphthalene. J. Chem. Theory Comput.
2018, 14, 3205−3217.
(227) Wigner, E. On the Quantum Correction for Thermodynamic
Equilibrium. Phys. Rev. 1932, 40, 749−759.
(228) Sun, L.; Hase, W. L. Comparison of classical and Wigner
sampling of transition state energy level for quasiclassical trajectory
chemical dynamics simulations. J. Chem. Phys. 2010, 133, 044313.
(229) Zobel, J. P.; Nogueira, J. J.; González, L. Finite Temperature
Wigner Phase-Space Sampling and Temperature Effects in the Excited-
State Dynamics of 2-Nitronaphthalene. Phys. Chem. Chem. Phys. 2019,
21, 13906−13915.
(230) Ruckenbauer, M.; Barbatti, M.; Müller, T.; Lischka, H.
Nonadiabatic Excited-State Dynamics with Hybrid ab Initio

JACS Au pubs.acs.org/jacsau Perspective

https://doi.org/10.1021/jacsau.1c00252
JACS Au 2021, 1, 1116−1140

1138

https://doi.org/10.1063/1.1793991
https://doi.org/10.1063/1.2715585
https://doi.org/10.1063/1.2715585
https://doi.org/10.1021/acs.jpclett.6b00710?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jpclett.6b00710?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.chemrev.7b00577?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.chemrev.7b00577?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1039/C8CP05662E
https://doi.org/10.1039/C8CP05662E
https://doi.org/10.1021/acs.jpca.9b06103?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jpca.9b06103?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jpca.9b06103?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jpca.9b06103?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1063/1.5129335
https://doi.org/10.1063/1.5129335
https://doi.org/10.1063/1.5129335
https://doi.org/10.1021/acs.jctc.0c00930?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jctc.0c00930?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/jacs.7b10030?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/jacs.7b10030?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/jp994174i?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/jp994174i?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/jp994174i?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/jp953105a?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/jp953105a?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/jp953105a?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jpca.0c04113?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jpca.0c04113?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jpca.0c04113?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1063/5.0045572
https://doi.org/10.1063/5.0045572
https://doi.org/10.1063/5.0045572
https://doi.org/10.1063/1.4943571
https://doi.org/10.1063/1.4943571
https://doi.org/10.1063/1.4943571
https://doi.org/10.1063/1.481213
https://doi.org/10.1063/1.481213
https://doi.org/10.1039/C7CP05126C
https://doi.org/10.1039/C7CP05126C
https://doi.org/10.1039/C7CP05126C
https://doi.org/10.1021/cr040426m?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/cr040426m?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1002/anie.200802019
https://doi.org/10.1002/anie.200802019
https://doi.org/10.1021/cr500628b?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/cr500628b?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/cr500628b?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1146/annurev-physchem-050317-021013
https://doi.org/10.1146/annurev-physchem-050317-021013
https://doi.org/10.1021/jz101419p?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/jz101419p?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/ja078024u?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/ja078024u?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/ja039557f?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/ja039557f?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/ja039557f?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1063/1.4720090
https://doi.org/10.1063/1.4720090
https://doi.org/10.1063/1.4720090
https://doi.org/10.1039/c0cp02496a
https://doi.org/10.1021/acs.jctc.5b00046?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jctc.5b00046?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jctc.5b00046?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/jacs.8b02962?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/jacs.8b02962?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jctc.7b01015?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jctc.7b01015?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jctc.7b01015?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1002/wcms.1086
https://doi.org/10.1039/c3cp44417a
https://doi.org/10.1039/c3cp44417a
https://doi.org/10.1016/0301-0104(81)85090-2
https://doi.org/10.1016/0301-0104(81)85090-2
https://doi.org/10.1016/0301-0104(81)85090-2
https://doi.org/10.1039/P29930000799
https://doi.org/10.1039/P29930000799
https://doi.org/10.1039/P29930000799
https://doi.org/10.1021/jp810292n?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/jp810292n?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/jp810292n?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/jp810292n?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1039/D0CP05907B
https://doi.org/10.1039/D0CP05907B
https://doi.org/10.1063/1.4862739
https://doi.org/10.1063/1.4862739
https://doi.org/10.1002/qua.25049
https://doi.org/10.1002/qua.25049
https://doi.org/10.1021/acs.jctc.8b00198?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jctc.8b00198?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jctc.8b00198?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1103/PhysRev.40.749
https://doi.org/10.1103/PhysRev.40.749
https://doi.org/10.1063/1.3463717
https://doi.org/10.1063/1.3463717
https://doi.org/10.1063/1.3463717
https://doi.org/10.1039/C8CP03273D
https://doi.org/10.1039/C8CP03273D
https://doi.org/10.1039/C8CP03273D
https://doi.org/10.1021/jp103101t?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
pubs.acs.org/jacsau?ref=pdf
https://doi.org/10.1021/jacsau.1c00252?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


Quantum-Mechanical/Molecular-Mechanical Methods: Solvation of
the Pentadieniminium Cation in Apolar Media. J. Phys. Chem. A 2010,
114, 6757−6765.
(231)Mai, S.; Gattuso, H.; Monari, A.; González, L. Novel Molecular-
Dynamics-Based Protocols for Phase Space Sampling in Complex
Systems. Front. Chem. 2018, 6, 495.
(232) El Nahhas, A.; Consani, C.; Blanco-Rodríguez, A.M.; Lancaster,
K. M.; Braem, O.; Cannizzo, A.; Towrie, M.; Clark, I. P.; Zális,̌ S.;
Chergui, M.; Vlc ̌ek, A., Jr. Ultrafast Excited-State Dynamics of
Rhenium(I) Photosensitizers [Re(Cl)(CO)3(N,N)] and [Re-
(imidazole)(CO)3(N,N)]

+: Diimine Effects. Inorg. Chem. 2011, 50,
2932−2943.
(233) Richter, M.; Marquetand, P.; González-Vázquez, J.; Sola, I.;
González, L. SHARC: ab initio Molecular Dynamics with Surface
Hopping in the Adiabatic Representation Including Arbitrary
Couplings. J. Chem. Theory Comput. 2011, 7, 1253−1258.
(234) Mitric,́ R.; Petersen, J.; Wohlgemuth, M.; Werner, U.; Bonacǐc-́
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