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Objective: This study evaluated the use of a deep- learning approach for automated detection 
and numbering of deciduous teeth in children as depicted on panoramic radiographs.
Methods and materials: An artificial intelligence (AI) algorithm (CranioCatch, Eskisehir- 
Turkey) using Faster R- CNN Inception v2 (COCO) models were developed to automatically 
detect and number deciduous teeth as seen on pediatric panoramic radiographs. The algo-
rithm was trained and tested on a total of 421 panoramic images. System performance was 
assessed using a confusion matrix.
Results: The AI system was successful in detecting and numbering the deciduous teeth of 
children as depicted on panoramic radiographs. The sensitivity and precision rates were high. 
The estimated sensitivity, precision, and F1 score were 0.9804, 0.9571, and 0.9686, respectively.
Conclusion: Deep- learning- based AI models are a promising tool for the automated charting 
of panoramic dental radiographs from children. In addition to serving as a time- saving 
measure and an aid to clinicians, AI plays a valuable role in forensic identification.
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Introduction

Dental radiography is an invaluable diagnostic tool 
that frequently complements the clinical examinations 
of adults and children.1,2 Panoramic radiography has 
the following advantages over other radiographic tech-
niques: it comprehensively displays the facial bones and 

teeth, uses a low radiation dose, and is technically fast 
and easy to use. These features make panoramic radi-
ography ideally suited for children with special needs, 
those who are non- cooperative, or those who have 
strong nausea reflexes.3–6 The facial structures revealed 
by panoramic radiography include the maxillary 
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structures, all of which can be seen on a single tomo-
graphic image.

However, panoramic radiography also has several 
disadvantages. The images are of low- resolution and 
do not provide the fine details obtained by intraoral 
radiography. To avoid positioning artifacts, the patient 
must be positioned correctly, which is often difficult in 
pediatric patients. Furthermore, it is difficult to visu-
alize both jaws in children with severe maxilla–mandible 
discordance.6

Nonetheless, panoramic radiography is used in chil-
dren for various purposes, including general evaluation 
of all stages of dentition and assessment of occlusion, 
such as impacted teeth, infra  occlusion, and the rela-
tionship of those abnormalities with the surrounding 
anatomical structures. Although rare in children, 
intraosseous pathologies such as cysts, tumors, and 
infections can also be examined. Dentomaxillofacial 
traumas, by contrast, are frequent in pediatric patients 
and are readily evaluated using panoramic radiography. 
Other applications include diagnosis, treatment, and 
follow- up of developmental disorders of the maxillofa-
cial skeleton. However, thus far, panoramic radiography 
is used mostly for dental age determination and diag-
nosis of dental abnormalities.5–7

Artificial intelligence (AI), and specifically deep 
learning, is increasingly being implemented in complex 
tasks such as problem- solving, decision- making, and 
object recognition. Deep- learning algorithms learn from 
large volumes of data rather than following a set of 
pre- programmed directions.8 One of the most popular 
deep- learning models in the field of medical imaging is 
a convolutional neural network (CNN). In a previous 
study, the similarly graded aspect of the visual cortex of 
the brain was followed by CNN for learning purposes.9 
In the literature, many studies have demonstrated the 
potential of CNN- based deep- learning methods to 
assist clinicians in dentistry.10–30 Thus, in this study, we 
evaluated the success of deep- learning methods in the 
automated detection and enumeration of the deciduous 
teeth of pediatric patients as depicted on panoramic 
radiographs.

Methods and material

Patient selection
The 421 anonymized panoramic radiographs from 
pediatric patients (5–7 years of  age) included in our 
study were obtained from the archive of  Ataturk 
University, Faculty of  Dentistry. Images with any arti-
facts were excluded. The study protocol was approved 
by the Clinical Research Ethical Committee of 
Ataturk University (04/30–07.05.2020). The study was 
conducted following the principles of  the Declaration 
of  Helsinki.

Radiographic data
All images in this study were obtained using the Plan-
meca Promax 2D Panoramic system (Planmeca, 
Helsinki, Finland) at 68 kVp, 14 mA, and 12 s.

Image evaluation
A pedodontist with 10 years of clinical experience anno-
tated the panoramic images using the Colabeler anno-
tation software (MacGenius, Blaze Software, CA). The 
bounding box method (rectangular boxes) was used to 
define the location of the deciduous teeth, and a class 
label was then applied according to the FDI numbering 
system (51-52-53-54-55-61-62-63-64-65-71-72-73-74-75-
81-82-83-84-85).

Deep convolutional neural network
Faster region- based CNN (R- CNN) consists of convo-
lution layers, a region proposal network (RPN), and 
class and bounding box predictions. Convolution 
networks consist of convolution layers, pool layers, and 
either a fully connected or another extended compo-
nent as a final component for use in a suitable task, 
such as classification or detection. Pooling consists of 
reducing the number of features in the feature map by 
removing low- value pixels. The fully connected layer is 
used to classify those features that are not of interest 
in Faster R- CNN. RPN is a small neural network that 
enters into the final property map of the convolution 
layers and predicts both whether an object is present 
and the bounding box of that object. Other fully linked 
neural networks then use the regions proposed by RPN 
as input and predict the object class (classification) and 
the bounding box (regression). A Faster R- CNN model 
provides the object detectors and employs an architec-
ture developed from R- CNN.9, 30 In this study, region 
proposal generation and the object detection function 
were performed using the same CNN, which allowed 
much faster object detection (Figure 1).

Model pipeline
The open- source Python programming language 
(Python 3.6.1, Python Software Foundation, Wilm-
ington, DE, retrieved August 1, 2019, https://www. 
python. org/) and the Tensorflow library were used for 
model development. In this study, an AI algorithm 
(CranioCatch, Eskisehir, Turkey) was developed for use 
in deep- learning techniques to automatically detect and 
number teeth on the panoramic radiographs of chil-
dren. Faster R- CNN Inception v2 (COCO) models were 
used. The training was performed on a PC equipped 
with 16 GB RAM and an NVIDIA GeForce GTX 
1060Ti graphic card. Before training, each panoramic 
radiograph was resized from 2943 × 1435 pixels to 750 
× 750 pixels. A maximum of 20 different classes (51-52-
53-54-55-61-62-63-64-65-71-72-73-74-75-81-82-83-84-
85) were detected on each radiograph. Among the 421 
panoramic radiographs, there were 421 missing teeth. 
The 7999 labeled teeth included 1797 teeth with dental 
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caries, 149 with restorative fillings, and 15 with stainless- 
steel crowns. Among the teeth on the 329 panoramic 
radiographs in the training group, 6430 were labeled.

Training phase
The images were randomly distributed as follows:

• Training group: 329 images (6430 labels)
• Validation group: 46 images (713 labels)
• Test group: 46 images (856 labels)

The data from the test group were not used for model 
creation.

The approach used by CranioCatch for detecting and 
numbering the deciduous teeth of children was based on 
Faster R- CNN Inception v 2 (COCO) architecture. The 
models consisted of the tooth detection model and the 
tooth numbering model (Figure 2).

(1) Tooth detection model: initially, 20 single- model 
trainings were performed using 329 images. A max-
imum of 20 classes can be detected on each radio-
graph using Faster R- CNN Inception v. 2 (COCO) 
models with 200,000 epochs.

Figure 1 System architecture of the Faster R- CNN algorithm R- CNN, region- based convolutional neural network

Figure 2 Diagram of the artificial intelligence model (CranioCatch): development steps
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(2) Tooth numbering model: the mid- point of the detect-
ed tooth coordinates was found. If  the detected area 
was to the left and above the mid- point, the class 
name of the first digit was 5_. If  the detected area 
was to the right and above the mid- point, the class 
name of the first digit was 6_. For teeth to the right 
or left and below the midpoint, the class name of 
the first digit was 7_ or 8_, respectively.

Statistical analysis
To calculate the success of the model, a confusion 
matrix was used together with the following proce-
dures and metrics: true positive (TP), defined as a tooth 
correctly detected and numbered; false positive (FP), 
a tooth correctly detected but incorrectly numbered; 
and false negative (FN), a tooth incorrectly detected 
and numbered. If  the algorithm labeled a tooth with 
a wrong number (e.g. t he maxillary right first molar 
labeled as 55 instead of 54), this was a FP. If  a tooth 
was not labeled with any number, then it was a FN. 
The following metrics were calculated using the TP, FP, 
and FN: sensitivity (true positive rate = TP/(TP +FN), 
precision (positive predictive value = TP/(TP +FP), and 
the F1 score (2TP / (2TP +FP + FN)).

Results

Among the 46 test group images with 856 labels, there 
were 804 TPs, 36 FPs, and 16 FNs (Table 1). Both the 
sensitivity (0.9804) and precision (0.9571) were high for 
the detection and numbering tasks, and the F1 score was 
0.9686 (Table  2). Thus, the Faster R- CNN algorithm 
performed well in detecting and numbering deciduous 
teeth on pediatric panoramic radiographs (Figure 3).

Discussion

Tooth detection and numbering using dental radiographs 
are the first steps in dental diagnostics. Image- processing 
algorithms, based on mathematical morphology, active 
contour, or level- set methods, have been developed for clas-
sification and segmentation purposes using dental radio-
graphs.31–38 Mahoor et al38 presented an automated dental 
identification system based on Bayesian classification for 
the classification and numbering of teeth on bitewing 
radiographs. High accuracy in classifying and numbering 
the teeth was demonstrated.38 Lin et al31 recommended a 
tooth classification and numbering system to efficiently 
segment, classify, and number the teeth on bitewing radio-
graphs using an image- enhancement technique. Their 
system performed well in its classification ability, even with 
difficult- to- classify images.31 Research on tooth detection 
and numbering during the last decades has focused mainly 
on the threshold- and region- based techniques, in contrast 
to CNN, which relies on deep learning. Eun et al39 focused 
on tooth localization as an important aspect of dental 
image applications and successfully presented an original 
tooth localization technique for periapical radiographs 
based on oriented tooth proposals and a CNN.39 Miki 
et al24 considered an automated tooth classifying system 
based on seven tooth types evaluated on axial slice cone- 
beam CT images using a CNN. The successful classifica-
tion performance of this system was demonstrated by its 
high efficiency (91.0%) following the use of an increasing 
amount of training data with rotation and intensity trans-
formation. The authors concluded that their seven- tooth 
type classification method can be applied to the efficient 
automated charting of tooth lists and may be valuable for 
forensic identification.24 Oktay25 proposed a CNN model 
modified using AlexNet architecture for tooth detection 
on panoramic radiographs. They focused on mouth gap 
detection and the possible placement of teeth in a pre- 
processing step. The method had high accuracy, with 
>90% of the detected teeth assigned to four classes.25 Jader 
et al40 proposed segmenting the teeth using a mask- region- 
based CNN method with transfer learning strategies. The 
superiority of this approach was evidenced by accuracy 
of 98%, F1 score of 88%, precision of 94%, recall rate of 
84%, and specificity of 99%. Lee et al41 used a full deep- 
learning mask- R- CNN method implemented via a fine- 
tuning process for automated tooth segmentation. A high 
level of performance for automated tooth segmentation 
on panoramic radiographs was determined.41 In a 2018 
study, Zhang et al36 proposed a deep- learning CNN model 
with a VGG16 network (a 16- layer CNN architecture) 
structure for the detection and classification of teeth as 
seen on periapical radiographs. Their novel method used 
a “label tree with cascade network structure combining 
several key strategies,” and the authors showed that this 
method was more successful than a single state- of- the- art 
multi class network. The precision and recall rates were 
high (95.8 and 96.1%, respectively) when the label tree with 
a cascade network structure was combined with several 

Table 1 Number of teeth detected or not in the test group using the 
artificial intelligence model (CranioCatch)

Metric Number

TP 804

FP 36

FN 16

Total 856

FN, false negative; FP, false positive; TP, true positive.

Table 2 Predictive performance measurement using the artificial 
intelligence model

Measure Value Derivation

Sensitivity
(TPR)

0.9804 TPR = TP/(TP +FN)

Precision
(PPV)

0.9571 PPV = TP/(TP +FP)

F1 score 0.9686 F1 = 2 TP / (2TP + FP+ FN)

PPV, positive predictive value; TPR, true positive rate.
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key strategies. Wirtz et al42 analyzed automated tooth 
segmentation based on the position and scale of the teeth 
on panoramic radiographs and a coupled- shape model 
with a neural network. The precision and recall rates were 
average.42 Zakirov et al43 presented coarse- to- fine volu-
metric segmentation of teeth using cone- beam CT images 
that efficiently handled large volumetric images, at least 
for tooth segmentation. Chen et al11 used Faster R- CNN 
in the TensorFlow library to detect and number teeth 
on periapical radiographs. The detection accuracy was 
enhanced by the use of three post- processing methods. 
The AI model’s performance was close to that of a junior 
dentist.11 Tuzoff et al30 also used state- of- the- art Faster 
R- CNN together with the VGG-16 network for tooth 
detection and numbering and reported a sensitivity and 
precision of 0.9941 and 0.9945 for tooth detection, respec-
tively, and sensitivity and specificity of 0.9800 and 0.9994 
for tooth numbering, respectively. The performance of the 
AI model was similar to that of an expert.30 In our study, a 
Faster R- CNN model implemented in combination with 
Google Net Inception v 2 architecture was used to develop 
an AI model to detect and number the deciduous teeth 
of children. To the best of our knowledge, this is the first 
model capable of detecting and numbering each primary 
tooth on pediatric panoramic radiographs. The perfor-
mance of the model was high.

Conclusion

The automated charting of dental radiographs is an 
important step in achieving a digital diagnostic approach 

in dentistry. Deep- learning- based AI models offer a 
promising approach and play a valuable role in terms of 
saving time and effort in the practice of dentistry. More-
over, the algorithms can pave the way for digital forensic 
dentistry.
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Figure 3 Tooth detection and numbering on pediatric panoramic radiographs using the artificial intelligence model (CranioCatch)
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