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Abstract

The widely acknowledged homogeneity assumption limits progress in refining clinical diagnosis, 

understanding mechanisms, and developing new treatments for mental health disorders. This 

homogeneity assumption drives both a comorbidity and a heterogeneity problem, where two 

different approaches tackle the problems. One, a unifying approach, tackles the comorbidity 

problem by assuming that a single general psychopathology factor underlies multiple disorders. 

Another, a multifactorial approach, tackles the heterogeneity problem by assuming that disorders 

comprise multiple subtypes driven by multiple discrete factors. We show how each of these 

approaches can make useful contributions to mental health–related research and clinical practice. 

For example, the unifying approach can develop a rapid assessment tool that may be clinically 

valuable for triaging cases. The multifactorial approach can reveal subtypes that are differentially 

responsive to treatments and highlight distinct mechanisms leading to similar phenotypes. 

Because both approaches tackle different problems, both have different limitations. We describe 

the statistical frameworks that incorporate and adjudicate between both approaches (e.g., the 

bifactor model, normative modeling, and the functional random forest). Such frameworks can 

identify whether sets of disorders are more affected by heterogeneity or comorbidity. Therefore, 

future studies that incorporate such frameworks can provide further insight into the nature of 

psychopathology.
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Despite efforts over the past century (1–3), most psycho- pathological processes and 

biological links to most mental health disorders remain unknown. Convergent evidence 

demonstrates instability in mental health disorder categoriza- tion. Biological links such 

as single nucleotide polymorphisms (4,5), brain structure (6,7), or functional connectivity 

(8,9) to specific disorders are limited. Different disorders may occur sequentially. For 

example, diagnosis of generalized anxiety or major depression increases the risk of receiving 
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the other diagnosis in the future (10–12). Profound comorbidity exists across diagnostic 

labels thought to separate internalizing and externalizing disorders; such studies reveal 

high phenotypic correlations between diagnosis pairs (13,14). Furthermore, a common 

source may drive such comorbidity; for example, the same genetic risk factors can underlie 

many diagnoses (4,15,16)—from autism spectrum disorder (ASD) to schizo- phrenia. These 

issues show that the homogeneity assumption is unfounded; disorders are not homogeneous 

discrete en- tities. However, most studies still treat typical and diagnosed cohorts as 

homogeneous discrete entities. From the homo- geneity assumption, the comorbidity (17) 

and heterogeneity (18,19) problems emerge and limit psychiatric research (20–26).

THE COMORBIDITY AND HETEROGENEITY PROBLEMS EMERGE FROM 

THE HOMOGENEITY ASSUMPTION

The comorbidity problem assumes that the same mechanism may underlie two different 

diagnoses. Unifying approaches attempt to reveal such mechanisms (Figure 1A). 

Conceptually, one models these common mechanisms as a single factor, a general 

psychopathology (p) [see (27)]. For example, one might develop a model of p from genetic 

markers by aggregating genetic data across many mental health conditions and map- ping 

the genetic data to a single factor (28).

The heterogeneity problem comprises two tenets (18). First, different underlying 

mechanisms may drive the same disorder. Second, factors important for mental health 

outcomes may be unrelated to such mechanisms, depending on the outcome of interest. 

The multifactorial approach (Figure 1B) tackles het- erogeneity by assuming that 

psychopathology comprises discrete conditions driven by different factors (29). For 

example, one might measure mental health across dimensional constructs and model these 

constructs from neuroimaging data to test their validity (30,31).

These two approaches account for many of the current methods in use to answer questions 

revolving around the heterogeneity problem, such as bifactor models (Figure 2; discussed 

below). While it seems like the approaches tackle different problems, it is often unclear 

whether comorbidity, heterogeneity, or both problems may be present across a subset of 

mental health disorders. In the context of any mental health study, both approaches are 

critical and prompt consideration.

The Unifying Approach Addresses the Comorbidity Problem

As noted, several lines of evidence drive the assumption of a p factor (27,32) underlying 

multiple disorders. Consistent with the idea of a common mechanism, many individuals 

are diagnosed with different disorders across the life span, while profound comorbidity is 

present across multiple diagnoses. Taken together, such evidence might suggest that a p 

factor may drive multiple disorders or dimensional traits.

While prior studies posited a p factor, direct evidence for common mechanisms comes 

from recent large longitudinal cohorts in adults (National Epidemiologic Study of Alcohol 

and Related Conditions [NESARC]) (33) and children (Dunedin Multidisciplinary Health 

and Development Study) (32). Such co- horts enable test-retest reliability and help further 
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validate find- ings. From over 30,000 individuals in NESARC (33), investigators compared 

2- and 3-factor nested models (Figure 2B) to an alternative bifactor model (Figure 2A), 

where a single nonspecific factor was modeled as affecting every disorder plus the 3 fac- 

tors. In these bifactor models, no relationships were modeled between the specific factors to 

make the model comparable with the others. The investigators show that this bifactor model 

better captured diagnoses than the 2- or 3-factor uncorrelated model. However, as noted by 

the investigators (33), this was a pre- liminary study. The clinical assessments were messy 

and incomplete; the data were also limited to two time points yet captured an age range 

of 18 to 64 years; the inputs from the assessments were dichotomous diagnoses and not 

continuous symptom counts; and the true relationships between all sub- factors may account 

for the p factor.

Independent investigators addressed these questions with the Dunedin study (32). The 

Dunedin study examined 1037 children longitudinally as the children developed through 

adulthood. The study allowed investigators to model multiple ages in a more narrow range, 

from 18 to 38 years, and include symptom counts from in-depth structured interviews. 

Critically, the investigators also examined whether the p factor improved model fits when the 

subfactors internalizing, externalizing, and thought disorder were allowed to correlate with 

one another (Figure 2A, gray dotted line). The investigators found that inclusion of the p 

factor fit the data better than exclusion, suggesting a common mechanism.

General p Factor Is Associated With Biological and Behavioral Dimensions 
Important for Mental Health.—As the investigators (32,33) note, their studies cannot 

determine the p factor’s biological underpinnings. Further studies measured the association 

between the p factor and brain and genetic variation. Studies of the Philadelphia Neu- 

rodevelopmental Cohort led the charge in identifying the p factor’s brain associations 

(34–36). Using cross-sectional samples of over 1000 children ages 11 to 23 years, in- 

vestigators found that increased p showed altered perfusion of the dorsal anterior cingulate 

cortex (34), reduced gray matter volume across the brain (35), and reduced brain activation 

in task control systems when engaged in a working memory task (36). While these 

exciting, landmark studies suggest a p fac- tor’s biological underpinnings, future studies that 

investigate brain-psychopathology associations will enable investigators to derive stronger 

inferences.

Similarly, few studies examined genetic associations with p (28,37–39). Early work using 

1569 twin pairs from the Ten- nessee Twin Study assessed the associations among the p 

factor, neuroticism, and its heritability (39). Replicating the NESARC, bifactor model fits 

improved over correlated factor model fits. Additionally, neuroticism correlated more with 

the general bifactor than specific factors such as externalizing or internalizing. Furthermore, 

the twin analysis revealed that this association was partly heritable, suggesting the general 

bifactor’s biological and structural basis. A subsequent study using almost 2000 children 

from the Generation R Study found further p factor biological and cognitive links (28). 

Unlike pre- viously mentioned studies, the investigators incorporated commonly used, child 

developmental, parent and teacher rating scales and tested whether the observed general 

bifactor reflected cognitive and/or temperament measures. The general bifactor associated 
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with IQ and negative affectivity and was partly heritable. Taken together, both studies 

provide consistent evidence of a general bifactor’s biological associations.

Clinical Rapid Assessment Tools May Emerge From Investigations Into the 
p Factor.—Relative to a p factor’s many biological underpinnings, a formal quantitative 

assess- ment of a p factor shows clinical utility. In situations with limited resources for 

mental health evaluation, an inexpensive and effective system for triaging patients may 

reduce costs and improve outcomes. An analogous example would be the Mini-Mental 

State Exam, a 15-minute assessment tool. The Mini-Mental State Exam screens for elderly 

general impairment without measuring specific cognitive functions (40). Recognizing a 

general assessment tool’s clinical utility, investigators calibrated and validated a p rapid 

screening assessment (41). Using computerized structured interview data, investigators 

developed a bifactor model for the interview using a 4500-child training dataset. Using the 

weights from the bifactor model, bifactor scores were simu- lated from 1000 new children, 

and investigators compared their clinical diagnoses and scores via a receiver operating 

characteristic curve. The area under the curve was 0.76, sug- gesting some generalizability 

for the instrument. Furthermore, the p factor showed a large association with trauma 

exposure (r = .3), but only subtle associations with brain structure, indi- cating reliability for 

the first-pass tool (41).

Analogically, blood pressure also highlights the strengths and limitations of p factors. 

Elevated blood pressure remains an excellent clinical sign in many cardiovascular diseases. 

As with p factors, there are many ways to use high blood pressure for clinical management 

of many distinct cardiovascular and other health events. Indeed, reducing overall blood 

pressure can reduce the risk of many future health problems. However, despite blood 

pressure’s association with many unique dis- eases, by itself it does not provide information 

regarding the mechanisms of any given disorder. For example, while high blood pressure 

is correlated with poorer general health and related to diabetes (42), kidney disease 

(43), psychosocial stress (44), poor nutrition (45), lack of exercise (46), and genetic 

predispositions (47), it alone cannot provide information iden- tifying specific underlying 

issues.

The Multifactorial Approach Addresses the Heterogeneity Problem

Alternatively, one can assume that diagnoses and/or pheno- types can be driven by multiple 

distinct factors independent of a p factor. By extension, one must also assume that factor 

misspecifications due to our current knowledge drive the het- erogeneity problem. Such 

assumptions may enable the dis- covery of subtypes from dimensional or categorical 

outcomes not found through a unifying approach.

Subtypes Can Be Categorical or Dimensional.—Defin- ing the borders of different 

clinical subtypes is a broad com- plex field and beyond this review’s scope. One can 

reduce mental health subtype research into categorical or dimensional subtype studies. 

Such reductionism enables researcher con- sortiums to derive inferences that may be 

more reproducible across studies. Not all approaches produce categorical and dimensional 

subtypes. For example, the Research Domain Criteria consortium used expert opinion to 
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define a priori dimensional traits. They then validate the traits by testing whether collected 

data fit these traits and how the traits are linked to biological types (48). Consortiums 

such as the Hier- archical Taxonomy of Psychopathology identify categorical hierarchically 

organized levels of diagnosis, which can repre- sent distinct clinical subtypes (30). These 

subtypes are further validated using independent samples, and biological links drive future 

insights. Studies identifying categorical subtypes may examine transdiagnostic cohorts, 

because subtypes may cross diagnostic boundaries. Identifying dimensional subtypes 

transdiagnostically may help understand a given trait’s bio- logical underpinnings.

Mental Health Subtypes May Provide Insights Into Diagnostic Categories or 
Factors.—Using multifactorial approaches, investigators discovered previously unknown 

subtypes biologically and clinically linked to developmental outcomes. Unlike the p factor, 

the discovery of subtypes is extensive and beyond the scope of this review. Below, a 

few examples cover two categorical (attention-deficit/hyperactivity disorder [ADHD], ASD) 

and two dimensional outcomes (exec- utive function, temperament). With 106 children, 

ADHD subtyping using resting-state functional connectivity magnetic resonance imaging 

and ADHD symptoms revealed insights into ADHD and typical subtypes (31). Specifically, 

the in- vestigators found that similar subtypes existed within ADHD and typical samples and 

were associated with impulsive characteristics, independent of diagnosis. Such findings sug- 

gest that clinical subtypes are nested within broader typical heterogeneity, and such nesting 

may affect health outcomes independent of mechanism. Investigators discovered similar 

ASD subtype nesting using network-based functional con- nectivity (49). From 250 children 

within the Autism Brain Im- aging Data Exchange Consortium, investigators found two 

subtypes associated with general within- and between- network connectivity in both ASD 

and control samples. Sub- typing can improve the prediction of other outcomes. Through 

whole-brain measures of cortical shape (e.g., thickness and surface area) from 220 children 

within the Autism Brain Imag- ing Data Exchange Consortium, investigators discovered 

three subtypes. One subtype presented with cortical thickening and mild symptoms, another 

with cortical thinning and additional language impairments, and a third with altered 

shape and additional language impairments but not thinning. When these subtypes were 

incorporated into a predictive model of Autism Diagnostic Observation Schedule, Autism 

Diagnostic Obser- vation Schedule scores were better predicted than if the sub- types were 

not included, suggesting that subtyping can improve clinical instruments.

Nested transdiagnostic categorical subtypes may require dimensional subtyping to further 

understand factors underlying mental health. Some studies discovered unknown tempera- 

ment or executive function subtypes across ASD, ADHD, and typical cohorts. Three 

temperament subtypes, “mild,” “irrita- ble,” and “surgent,” were identified from 437 

children with or without ADHD followed longitudinally (50). Subtypes showed distinct 

amygdala functional connectivity patterns, and chil- dren composing the “irritable” subtype 

were more likely to receive a new comorbid diagnosis during longitudinal follow- up, 

indicating that these subtypes are clinically and biologi- cally insightful. Furthermore, 

subtypes appeared independent of clinical diagnosis, suggesting that such subtypes are 

nested within typical (non-ADHD) variation. Another study (51) sug- gested the same using 

1000 transdiagnostic children (ASD/ ADHD/control) from a multisite study: a 320-case 
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discovery sample from the Children’s National Hospital System, and a 692-case replication 

sample from the Kennedy Krieger Insti- tute. The investigators identified three executive 

function pro- files: one reflected problems with flexibility and emotional regulation; a 

second reflected problems with inhibition; and a third reflected issues with working 

memory, planning, and or- ganization. Using brain imaging data to examine biological links 

to the three groups, the investigators found that executive function subtypes, but not clinical 

subtypes, observed differ- ential brain activation in the right intraparietal gyrus during a 

dual-attention task. Taken together, these studies suggest that the same individual belongs in 

multiple subtypes, and some subtypes nest within typical variation.

Clinically Useful Subtypes May Emerge From the Multifactorial Approach.—A 

multifactorial approach may also prove useful for clinical treatments. A popular and recent 

use case is whether functional connectivity magnetic reso- nance imaging can be used to 

identify depression subtypes that may be more optimized for particular therapies (52–54). 

For example, a study of 122 treatment-resistant depression cases revealed two subtypes (53). 

One had negative sub- callosal cingulate cortex to left insula connectivity and responded 

to medication but not cognitive behavioral therapy. The other had positive connectivity and 

responded to therapy but not medication. Another study was conducted on two in- dependent 

datasets comprising 710 and 477 individuals, respectively (52). Investigators identified 

four subtypes using functional connectivity magnetic resonance imaging in over 1100 

participants with treatment-resistant depression. The investigators further demonstrated that 

these four subtypes responded differentially to transcranial magnetic stimulation treatment, 

suggesting that these identified subtypes are clini- cally useful.

CONSIDERATION OF ONLY ONE PROBLEM LIMITS RESEARCH IMPACT

Because unifying and multifactorial approaches tackle different problems, each carries 

different limitations. As shown above, a p factor is useful for research and clinical applica- 

tions. Clinically, a first-pass instrument that measures p factor could benefit resource­

scarce environments. In research, modeling a p factor may account for other model mis- 

specifications and provide insights regarding biological mechanisms common to multiple 

disorders. However, “teasing out” this latter benefit requires considering multifactorial ap- 

proaches, for p factors might represent different common mechanisms for different sets of 

diagnoses. The unifying approach has a heterogeneity problem.

However, one must cautiously adopt multifactorial ap- proaches to address the heterogeneity 

problem. Critically, most subtyping methods cannot discover unknown subtypes tied to 

a question (18). To validate subtypes, one must be very careful to use cross-validation, 

randomized holdouts, and/or independent testing to avoid overfitting (54). Such validation 

does not make the subtypes useful. The appropriate subtypes are likely going to differ based 

on whether one is interested in diagnosis, prognosis, treatment response, mechanism, etc. 

(18). Indeed, identified subtypes can share underlying mech- anisms, whereas others remain 

distinct; the multifactorial approach has a comorbidity problem.
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ADDRESSING BOTH COMORBIDITY AND HETEROGENEITY PROBLEMS 

CAN PRODUCE MORE INFORMATIVE FINDINGS

Despite evidence for the p factor across multiple disorders, many investigators caution 

against its existence across every disorder (32,33,41). Instead, most studies consider both co- 

morbidity and heterogeneity problems within the single study. These studies adopt analytic 

frameworks that enable an investigator to assess whether comorbidity and/or heteroge- 

neity are important for the question of interest. A careful and critical evaluation of these 

frameworks is needed to ensure that studies adopt best practices and standards.

The Bifactor Framework Incorporates Both Problems

A common framework is comparisons between bifactor (Figure 2A) and correlated factor 

models (Figure 2B) using confirmatory factor analysis (27,28,32–35,37–39). With correlated 

factor models, measures (e.g., symptom counts from structured diagnostic interviews) 

are mapped to distinct factors (beige and gray circles) reflecting psychopathology traits 

that may distinguish outcomes (blue and yellow histo- grams). For example, internalizing 

(inward behaviors such as disparaging oneself) and externalizing (outward behaviors such as 

disparaging another) are common traits due to extensive replication and validation. Between­

factor correla- tions (Figure 2A, dotted gray line) may be modeled if factors interact. Often 

statistical fits estimate model accuracy (55,56). Similarly correlated factor models map 

low-dimensional input features to psychopathology traits and are assessed by sta- tistical 

fits. However, an additional orthogonal general factor (black ellipse) is modeled; the factor 

correlates with all features.

The framework enables investigators to test whether iden- tified biomarkers, such as 

polygenetic risk scores, reflect the specific condition (e.g., ADHD/schizophrenia) or p, 

and two studies examined this question. From 3650 children’s genetic and clinical data 

within the Avon Longitudinal Study of Parents and Children cohort, investigators found that 

schizophrenia and neuroticism polygenic risk scores were more associated with p factor 

than specific factors such as anxiety (38). Another clinical/genetic study of 11,551 children 

within the Child and Adolescent Twin Study in Sweden found that ADHD polygenic risk 

scores were more associated with p than hyperactivity/impulsivity (37). Taken together, 

these studies show how bifactor models help validate and derive inferences from potential 

biomarkers.

Though most p factor studies use a bifactor framework, this framework has limits. Because 

it is a supervised approach, the bifactor framework requires researchers to specify specific 

factors, such as internalizing and externalizing. Therefore, the researcher cannot discover 

new ones (18). Simulations show that bifactor models tend to be robust to misspecified 

factors (57) and, therefore, always have fits superior to those of correlated factor models. 

If one were to incorrectly model latent factors, models’ fits would remain superior despite 

misspecification. Other empirical studies employing the bifactor model have failed to find 

evidence for p (17) or have found that a more specific factor fit just as well (58). Therefore, 

a bifactor model’s statistical fits limit inferences regarding heterogeneity and comorbidity.
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HYBRID MODELING CAN INCORPORATE BOTH PROBLEMS IN A 

STATISTICAL FRAMEWORK

Although there are limits to the bifactor framework, the studies we discussed above clearly 

demonstrate its utility. Newer hybrid models, such as normative modeling (19,59–61) or the 

functional random forest (FRF) (18,62), may overcome these limitations and enable new 

inferences from psychopathology studies.

Normative Modeling Is One Framework That Address Heterogeneity and Comorbidity 
Problems

Normative models (59) enable researchers to identify common (i.e., comorbid) mechanisms, 

identify potential subtypes or subfactors tied to an outcome of interest, and make pre- 

dictions on individual cases. Constructing a normative model requires 4 steps (Figure 3A). 

First, one selects a reference cohort, clinical outcomes, and external measures. The external 

measures could be measures of brain function or structure, such as functional connectivity 

or cortical thickness, or the external data could be genetic or even behavioral. Using the 

reference cohort, the model maps the set of clinical outcomes to the external measures, and 

independent validation assesses performance. Careful selection of outcomes, measures, and 

cohort can address the comorbidity problem. Theoretically, one could even select a bifactor 

model within the framework. If performance exceeds a predefined threshold, the model is 

applied to another cohort to identify outliers (Figure 3B, scat- terplot). To identify subtypes 

for further testing, one extracts features from the model, representing clinical/nonclinical as- 

sociations and identifies subtypes from the features (Figure 3B, histograms).

Several studies incorporated normative models to address comorbidity and heterogeneity 

in clinical and nonclinical co- horts (19,60,61). Using data from 491 subjects within 

the Hu- man Connectome Project, investigators constructed normative models to identify 

impulsivity subtypes tied to self-reported hyperactive symptoms (19). The investigators 

found one sub- type, where dorsolateral prefrontal activity predicted high hy- peractive 

symptoms and another subtype unrelated to such activity. To characterize heterogeneity 

of schizophrenia and bipolar disorder nested within age and sex, investigators applied 

normative modeling to 474 participants from the Thematically Organized Psychosis study 

(61). The in- vestigators created normative models where age and sex predicted structural 

magnetic resonance imaging measures and then examined patient variation by diagnosis. 

They found that patients with the same or no diagnosis varied dramatically under the 

normative model, suggesting that bipolar/schizo- phrenia brain structural heterogeneity is 

nested within typical heterogeneity. Another study characterized ASD heterogeneity tied to 

brain structural development using 527 participants from the Longitudinal European Autism 

Project (60). Individuals with ASD were more variable; however, ASD heterogeneity in 

brain structure development remained largely nested within typical heterogeneity. Although 

a good future direction, limited sample sizes prevented the investigators from subtyping 

using neuroimaging data.
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FRF Is Another Framework That Can Address Both Problems

More recently, we proposed the FRF to identify subtypes tied to an outcome (18,62). The 

FRF comprises several ap- proaches, which have been explicitly detailed elsewhere (18). 

Here we will focus on the hybrid model (Figure 4A). In the hybrid model, a random forest 

model (63) is constructed and validated to predict an outcome from a set of predictors 

(Figures 4B, C); for example, using brain structural measures to predict a comorbid measure 

such as p. If the model perfor- mance exceeds predefined thresholds, then at least one 

brain structure may be associated with p. To test p’s heterogeneity, a community detection 

algorithm called infomap (64) is used to identify subtypes (Figure 4D) from the random 

forest model itself. Because the model links to the broader question, the identified subtypes 

likely reflect p-associated subtypes. The subtypes are assessed statistically via a permutation 

test assessing within-subtype compared with random-subtype similarity (65).

The FRF can identify trajectory subtypes from longitudinal data, such as p subtypes united 

or tied to ADHD outcomes. Here, functional data analysis (66) is used to extract each in- 

dividual’s trajectory, such as p symptom trajectories. Such trajectories can then be entered 

into the hybrid model (Figure 4A) to identify trajectory subtypes tied to an outcome, such as 

ADHD. An alternative approach uses an unsupervised algorithm, where a correlation matrix 

is derived from every participant’s trajectory, where each participant pair represents the 

correlation between the pair’s trajectories. Infomap is used to identify communities from the 

correlation matrix. Unlike the hybrid approach, such subtypes are less tied to any outcome 

and require greater validation.

Hybrid Frameworks Can Be Flexibly Applied to Address Comorbid and/or Heterogeneity 
Problems

By combining supervised and unsupervised learning, hybrid statistical frameworks, such 

as FRF and normative modeling, enable investigators to test biological underpinnings 

of com- mon outcomes and whether subtypes underlie such mapping. The supervised 

component ensures that the biological mea- sures are actually related to the outcome of 

interest. Through the unsupervised component, one can discover unknown subtypes tied to 

the model and therefore the outcome of in- terest. Out-of-sample validation is built in to 

both frameworks, which aids in deriving inferences from comorbidity and het- erogeneity 

problems.

Despite our enthusiasm for such hybrid frameworks, no approach solves both problems. 

Both methods outlined here are limited, specializing them toward specific questions. For 

example, the normative model assumes that clinical features are all Gaussian and therefore 

has difficulty incorporating categorical information into the model. The longitudinal FRF 

struggles to identify individual trajectories when missing the first or last time point, 

while tweaking community detection algorithms may affect identified subtypes. More 

critically, both frameworks require large datasets. Therefore, the hybrid frameworks would 

benefit from further investigation using large-scale datasets and direct comparisons against 

unified, multifactor, and bifactor models. Such studies help determine best practices for the 

comorbidity and heterogeneity problems in future studies.
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BOTH CLINICAL AND NONCLINICAL TRIAL RESEARCH SHOULD TEST 

THE HOMOGENEITY ASSUMPTION

The homogeneity assumption drives a comorbid and a het- erogeneity problem. Research 

studies that tackle the comorbid and heterogeneity problem may identify new insights 

into pathophysiological processes and their biological links. How- ever, one must adopt 

frameworks to overcome both problems, such as normative models (19), the FRF (18), and 

bifactor models (27,28). Each framework has strengths and limitations. Further study that 

compares the tools in new use cases may uncover new insights that improve both future 

usage of the tools and the tools themselves.

For example, our current tools to tackle the homogeneity assumption may not help address 

the treatment-effect het- erogeneity problem (67–69) in research clinical trials (RCTs), 

where multiple factors may drive treatment-response variation. Most RCTs follow a parallel 

design, where each individual gets randomly assigned to a different treatment group, called 

an arm (69). In such designs, one can measure the variation be- tween treatments; however, 

the variation between patients, clusters, or cluster/patient-treatment interactions cannot be 

measured. More complex RCTs, such as repeated cross-over designs (69), where patients 

are randomly assigned to different treatments at different periods throughout the study, 

can measure patient/cluster-treatment interactions. Variance be- tween different samples can 

be tested to determine whether treatment or treatment-by-cluster effects are heterogeneous 

(67). Such complex RCTs combined with newer statistical methods may better tackle the 

heterogeneity problem with regard to treatment effects.

Ultimately, we need to continue to advance current statis- tical techniques and study designs 

tackling heterogeneity and comorbidity in our samples. Such improvements in clinical 

and nonclinical trial research will be required to refine treatments and truly expand our 

understanding of the biological phe- nomenon associated with various psychopathologies.
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Figure 1. 
Illustration of two problems that emerge from the homogeneity assumption. (A) The 

comorbidity problem occurs when a common mech- anism may underlie two different 

conditions and can be inferred from the relationship between measures. The interaction 

between two symptoms is plotted on the left and colored by different diagnosed conditions 

(blue and yellow). Axis represent symptom z scores for simplicity. The histograms show that 

the symptoms do not distinguish between the conditions, sug- gesting that the observed 

clinical features may reflect a common underlying mechanism. (B) The heterogeneity 

problem occurs when multiple underlying mechanisms may drive a given condition. The 

interaction between two symptoms is plotted on the left. Axes represent symptom z scores. 

Here, different subtypes (blue, yellow, red, gray) can emerge that may vary inde- pendent 

of the interaction between measures. The histograms show that the subtypes relate to each 

other in different ways. Subtypes 1 and 2 show overlapping distributions for symptom 1, as 

do subtypes 3 and 4. However, for symptom 2, subtypes 1 and 4 overlap, as do subtypes 2 

and 3.
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Figure 2. 
Comparison of bifactor (A) and corre- lated models (B). (A) Clinical measures (middle 

box) are modeled to a general factor (bottom black circle) and to latent factors (beige 

and gray), which distin- guish between two conditions (blue and yellow). The scatterplot 

shows the relationship between the two factors, which are correlated (gray dotted line) 

here. The histograms show that each factor helps to distinguish between conditions, such 

that lower values in each factor correspond more to the blue than the yellow condition. 

Therefore, while the general factor may capture a shared mechanism across diagnosis, the 

latent factors may capture mechanisms specific to each diagnosis. (B) In correlated models, 

clinical measures are modeled onto specific factors, but do not include a general factor. 

The scatterplot and histograms show that the identified factors help distinguish between 

conditions. However, no common mechanism can be captured with this model.
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Figure 3. 
(A) Overview of normative modeling. A reference cohort (top black ellipse) is selected 

and a model is generated fitting external data such as functional connectivity and clinical 

severity scores. Once validated, the model can be applied to an independent cohort to 

identify potential outliers. Through proper cohort, feature selection, and model validation, 

the normative model accounts for the comorbidity problem. (B) From an inde- pendent 

cohort, features can be extracted from the normative model. In- dependent algorithms can 

then identify subtypes (black rectangle) controlling for the heterogeneity problem. The 

scatterplot shows outliers from the relationship between functional connectivity and clinical 

profile. Axes represent connectivity and clinical severity z scores for simplicity. In- dividuals 

are color-coded by how far they deviate from the fitted model. The histograms show two 

possible subtypes identified from the model residuals (blue and red). These subtypes differ 

in ways that are opposite from the common mechanism. Subtype 1 shows a lower clinical 

scores but greater connectivity, while subtype 2 shows greater clinical scores but lower 

connectivity.
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Figure 4. 
(A) Schematic of the functional random forest approach. A random forest model is used to 

predict outcomes. Depending on the question (e.g., by selecting transdiagnostic outcomes 

and/or clinical measures) the random forest model itself can test for a common underlying 

mechanism and, therefore, account for comorbidity. If the model is valid, a similarity matrix 

is generated from the random forest model and can be used to identify subtypes in the same 

or an independent dataset. (B) A scatter visualization of two predictors represented as z 
scores. Color reflects outcome. Each tree within the forest creates a rule for each predictor, 

shown in black lines. (C) The same scatter shows the average decision made across the 

random forest, which separates the two outcomes. Participants within the same quadrant are 

more similar than in different quadrants. (D) A scatter of predictors from an independent 

cohort, where participants are coded by identified subtype.
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