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Abstract

Fluorescent genetically encoded calcium indicators and two-photon microscopy help understand 

brain function by generating large-scale in vivo recordings in multiple animal models. Automatic, 

fast, and accurate active neuron segmentation is critical when processing these videos. In this 

work, we developed and characterized a novel method, Shallow U-Net Neuron Segmentation 

(SUNS), to quickly and accurately segment active neurons from two-photon fluorescence imaging 

videos. We used temporal filtering and whitening schemes to extract temporal features associated 

with active neurons, and used a compact shallow U-Net to extract spatial features of neurons. Our 

method was both more accurate and an order of magnitude faster than state-of-the-art techniques 

when processing multiple datasets acquired by independent experimental groups; the difference 

in accuracy was enlarged when processing datasets containing few manually marked ground 

truths. We also developed an online version, potentially enabling real-time feedback neuroscience 

experiments.

Introduction

Understanding of the brain has improved alongside the development of technologies that 

support in vivo optical recording of neural activity. Fluorescent genetically encoded calcium 

indicators1–3 and two-photon microscopy4–6 have enabled high-speed and large-scale 

recordings in multiple animal models. These experiments match neural function with neural 

activity by simultaneously measuring animal behavior and neural activity from hundreds 

to thousands of neurons. The resulting imaging movies require analysis via a multi-step 

process, including registration, identifying active neurons, and extracting calcium traces 

representing neural activities.
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One important but challenging step when processing fluorescence videos is to identify 

the individual spatial footprints of active neurons that carry the meaningful information 

about the animal subject’s response to external or internal stimuli. While manual neuron 

segmentation remains the gold standard for labeling neurons, computational methods offer 

the benefits of consistency, scalability, and speed. Over the past decade, computational 

neuron segmentation methods have continually improved in speed and accuracy; algorithms 

now approach the accuracy of human labelers but outperform humans in speed7, 8. Existing 

automatic segmentation methods mainly fall into two classes: one class of algorithms 

primarily processes two-dimensional (2D) summary images as the input, while the other 

class primarily processes three-dimensional (3D) videos.

The first class of neuron segmentation algorithms processes small sets of 2D summary 

images. These images represent the temporal information of the entire video using the 

mean9, 10, maximum11, correlation12, or a combination of these quantities13. Summary 

images can be processed by unsupervised learning methods, supervised learning methods, 

or a combination of both. Unsupervised learning algorithms identify pixels with neural 

activity and group the active pixels into neurons by identifying thresholds in intensity (e.g. 

ACSAT11) or by clustering inter-pixel correlations (e.g. HNCcorr12). Supervised learning 

algorithms (e.g. UNet2Ds9 and Conv2D10), which are mainly based on convolutional 

neural networks (CNNs), identify similar decision boundaries after training on manually 

labeled examples. Some methods use unsupervised learning as a post-processing step of 

the supervised learning result (e.g. DISCo13). Overall, the class of algorithms processing 

2D summary images trades off accuracy for speed. These algorithms are potentially fast 

for two reasons: the calculation of the summary images is fast and the processing time of 

the summary images is nearly independent of the video length. However, these algorithms 

inaccurately separate overlapping neurons because summary images blur the boundaries 

between neighboring neurons7, 9, 12, 14.

The second class of neuron segmentation algorithms accurately identifies active neurons 

by processing blocks of frames and simultaneously analyzing both spatial features of 

neurons and temporal dynamics of neural activity. These methods also fall into categories 

of unsupervised learning, supervised learning, or a combination of both. Unsupervised 

learning methods model the imaging data using parameters that describe the neuron 

shape and temporal dynamics. These algorithms then extract neurons using optimization 

strategies such as principal component and independent component analysis (e.g. PCA/

ICA15), matrix factorization (e.g. NMF16, CNMF17, and Suite2p18), or dictionary learning 

(e.g. SCALPEL19). Supervised learning methods instead seek to learn implicit features of 

neurons from the training data and apply the knowledge on new data. One example method 

(STNeuroNet7) in this class applied a 3D CNN to extract the spatiotemporal information. 

Some methods combine both learning paradigms, using unsupervised learning to propose 

active components and supervised learning to evaluate these components (e.g. CaImAn 

Batch20). Algorithms processing 3D inputs have produced more accurate segmentations 

than algorithms processing 2D summary images, but lag in speed7. The state-of-the-art 

algorithms in this class can only process recordings at a speed close to video rate, ~30 

frames/s7.
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The development of neuron segmentation algorithms requires optimizing a combination 

of accuracy, speed, and ease of implementation targeted to specific in vivo neuroscience 

experiments. These experiments seek to perform closed-loop, real-time behavioral or 

neural manipulation in response to the recorded neural activity21, 22. Such experiments 

are currently out of reach for optically recorded neural activity; 2D segmentation methods 

(processing summary images) or 3D batch segmentation methods (processing blocks of 

many frames) can only find the active neurons after processing the dataset over minutes or 

hours, and then perform the behavioral or optical perturbations23–26. Online segmentation on 

a frame-by-frame basis is necessary for such experiments, but such detailed segmentations 

exert additional time pressure. Algorithms processing 2D summary images no longer 

achieved real-time speeds when operating frame-by-frame because they either employed 

substantial computation11 or large neural networks9, 10 for each frame. Although algorithms 

using 3D inputs have achieved high accuracy and video-rate processing of each data frame 

on average, they leave little time for image registration and computations on the neural 

traces needed to drive closed-loop neuroscience experiments7. Moreover, the creation of 

online versions of the 3D methods has rarely followed the development of the batch versions 

of the same algorithms. Existing online algorithms (e.g. ONACID27 and CaImAn Online20) 

also lag in speed and accuracy compared to their batch counterparts.

Here, we overcome the speed-accuracy trade-off by creating Shallow U-Net Neuron 

Segmentation (SUNS), a new CNN-based method to segment active neurons from two­

photon calcium imaging data. This method outperforms existing algorithms in four ways: (1) 

It is more accurate than other existing automatic methods and is on par with human labelers. 

(2) It is much faster than existing methods processing the 3D spatiotemporal video on a 

single computer. (3) It reaches high detection performance after training with few samples. 

(4) It generalizes high performance over various brain regions and imaging conditions. We 

also developed an online version that supports real-time neuron detection.

Results

Fast neuron segmentation algorithm based on a shallow U-Net.

Our premise for simultaneously improving accuracy and speed hinged on two propositions: 

(1) Incorporating temporal information from the video would improve accuracy; (2) 

Simplifying the neural network architecture would greatly improve speed. The SUNS batch 

algorithm (shortened to SUNS) satisfied both criteria by operating on the fluorescence 

recordings as a series of 2D images (Fig. 1). We incorporated temporal information 

into each 2D image by using temporal filtering and whitening, and we increased neuron 

segmentation speed by performing spatial segmentation on 2D inputs. We instantiated our 

temporal strategies by using traditional signal processing within the pre- and post-processing 

modules; these algorithms were fast and interpretable. We instantiated our spatial strategies 

by using a CNN within our inference module; this algorithm was fast and generalized to 

neuron shapes from multiple datasets.

We first maximized the signal-to-noise ratio (SNR) of active neurons in each frame 

by incorporating temporal information within our pre-processing module. Our previous 

work, STNeuroNet, incorporated temporal information by using a 3D CNN architecture 
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to process blocks of frames7. Here, we instead incorporated temporal information by 

applying a temporal matched filter tailored for shot noise28 (Fig. 1b, Extended Data 

Fig. 1; Methods). This scheme enhanced calcium transients occurring across multiple 

frames, but compressed this temporal information into individual 2D frames. Additional 

pre-processing steps included optional spatial homomorphic filtering to remove large-scale 

background fluctuations, and a pixel-by-pixel whitening. Our whitening process normalized 

the fluorescence time series of each pixel by the estimated noise of that pixel (Methods). 

The resulting SNR representation of the fluorescence data highlighted active neurons and 

obscured inactive neurons (Supplementary Videos 1–2).

We next processed spatial information within each frame of the SNR video using a 

shallow U-Net (Fig. 1c, Extended Data Fig. 2). Light CNN architectures potentially 

offer fast training and test speeds with high generalization ability due to low overfitting. 

Multiple recent works developed shallow neural networks with comparable accuracy as deep 

networks29–32. We applied the same concept to separating neurons from the background 

(Methods). Similar to the original U-Net33, our CNN used an encoder-decoder architecture 

and skip connections. Unlike a previous U-Net used for neuron segmentation9, our network 

processed 2D images with a shallow structure: our CNN had a depth of 3, between 4 

and 16 channels per feature map, and only one skip connection. Our network had ~5 × 

103 parameters, far fewer than the 2 × 106 parameters in the original U-Net and the 9 × 

105 parameters in STNeuroNet. The output of the shallow U-Net was a probability map 

that predicted whether each pixel came from an active neuron. Finally, our post-processing 

module segmented and collected neurons from the probability maps (Fig. 1d). This module 

thresholded probability maps, grouped active pixels from each frame into connected regions 

representing neurons, and merged similarly positioned neurons from all frames into unique 

segmentations. We determined the hyperparameters associated with these processes by 

maximizing the F1 metric of the training videos (Methods).

We also developed an online version (SUNS online) to process imaging videos frame-by­

frame in order to track neurons as they appeared. This capability would be critical in 

executing the real-time feedback experiments described above. The SUNS online procedure 

had two stages: It started with an initialization stage over a small number of the initial 

frames, and then processed the later frames one-by-one. Its implementation also differed 

from SUNS batch by using slightly different pre-processing and post-processing modules 

(Methods). The online pre-processing module calculated the signal and noise parameters 

over the set of initial or recent frames needed for whitening, whereas the batch pre­

processing module calculated the equivalent parameters over the entire movie; the online 

post-processing module repeatedly updated the set of masks to include newly activated 

neurons, whereas the batch post-processing module aggregated all masks from the entire 

movie. Optional “tracking” within SUNS online provided analysis about whether detected 

neurons activated on a frame-by-frame basis (Methods).
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SUNS segmented neurons from the Allen Brain Observatory dataset accurately and 
quickly.

We first evaluated the performance of our method through leave-one-out cross validation on 

the same set of movies and manual labels from the Allen Brain Observatory (ABO) used 

in our previous work (Methods)7. Compared with its peer neuron segmentation algorithms 

(STNeuroNet7, CaImAn Batch20, and Suite2p18), SUNS was both more accurate and faster 

(Fig. 2). Qualitatively, the segmentation results of SUNS produced shapes similar to typical 

neuron shapes within the ground truth (GT, light orange). The segmented shapes from 

CaImAn Batch and Suite2p were qualitatively different from the manual segmentations of 

the same neurons, and were sometimes non-convex or jagged (Fig. 2a–b, Supplementary 

Fig. 1). These irregular shapes could fall below our Intersection-over-Union (IoU) matching 

criterion (Methods). We quantified the neuron detection accuracy in terms of recall, 

precision, and F1 for each algorithm (Methods). The F1 of SUNS was 0.85 ± 0.02 (mean ± 

SD, n = 10 videos), significantly higher than other algorithms and an independent human 

grader (Grader 37) (p = 0.002, two-sided Wilcoxon signed-rank test, n = 10 videos; Fig. 2c, 

Supplementary Table 1). The F1 of SUNS was robust with moderate variations of training 

and post-processing parameters (Extended Data Fig. 3). Overall, our algorithm identified GT 

neurons better than other algorithms at nearly all SNR levels (Supplementary Fig. 2). The 

superior performance of SUNS remained even in the presence of intensity noise or motion 

artifacts (Supplementary Methods, Extended Data Fig. 4). SUNS segmented overlapping 

neurons at least as well as non-overlapping neurons (Extended Data Fig. 5). The temporal 

traces of the mean intensity from masks commonly segmented by all algorithms were 

qualitatively similar (Supplementary Fig. 3). Our whitening strategy, temporal filtering, and 

CNN architecture each contributed to this high accuracy (Extended Data Fig. 6). SUNS’s 

human-level performance was independent of the ground truth markings (Supplementary 

Fig. 4).

In addition to high detection accuracy, SUNS also had high speed during both training 

and testing. SUNS required less training time than other methods over both a single 

cross-validation round and a 10-round average (Fig. 2d). The CNN component reached 

nearly optimal performance using 200 training images per video and converged in 200 

epochs (Supplementary Fig. 5). On a single desktop, SUNS processed videos at 378 ± 2 

frames/s (mean ± SD over n = 10 videos), significantly faster than all other algorithms (p 
= 0.002, two-sided Wilcoxon signed-rank test; Fig. 2e, Supplementary Table 1); it was also 

an order of magnitude faster than the 30 Hz recording frame rate of the videos. Suite2p 

achieved a moderate speed by reducing its computational load through temporal binning 

(Supplementary Fig. 6). Tests using similar shallow U-Net architectures with various 

resolution depths, numbers of channels in each feature map, numbers of skip connections, 

and loss functions revealed similar performance in speed and accuracy (Extended Data Fig. 

2 and Supplementary Fig. 7).

SUNS segmented neurons from a variety of datasets accurately and quickly.

We next evaluated the generalization ability of our method using cross-validation on four 

other datasets: (1) training on one ABO 275 μm video and testing on nine ABO 275 μm 

videos; (2) training on ten ABO 275 μm videos and testing on ten ABO 175 μm videos7; 
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(3) training on one Neurofinder video and testing on one paired Neurofinder video34; (4) 

training on three-quarters of one CaImAn video and testing on the remaining quarter of 

the same CaImAn video20 (Methods, Supplementary Fig. 8). The F1 scores of SUNS were 

nearly all significantly better than that of all other algorithms (p = 0.23 for STNeuroNet 

on ABO 175 μm, p = 0.007 for Suite2p on Neurofinder, and p < 0.005 for all other 

tests, two-sided Wilcoxon signed-rank test; Fig. 3a–d, Extended Data Fig. 7, Supplementary 

Table 2), and achieved human-level accuracy on the CaImAn dataset (p > 0.38, two-sided 

Wilcoxon signed-rank test, n = 12; Supplementary Fig. 9). The F1 scores for the Neurofinder 

dataset had the largest variance, possibly because the training and testing videos lacked the 

quality or uniformity of other datasets. The biggest difference in F1 performance between 

SUNS and other methods occurred when processing the CaImAn dataset, which was the 

dataset with the smallest number of training neurons. SUNS also performed well when 

trained on a group of datasets with different imaging conditions (Supplementary Fig. 10). 

While transfer learning could potentially improve segmentation performance35, it did not 

enhance performance of SUNS (Supplementary Fig. 11).

For the four datasets, SUNS was significantly faster than all other algorithms (p < 0.002, 

two-sided Wilcoxon signed-rank test, Fig. 3a–d, Supplementary Table 2). The frame rates 

when testing the CaImAn movies (Fig. 3d) were much higher than the rates when testing 

the other videos because the lateral dimensions of each CaImAn video we used were 

approximately one-half of the dimensions of the other videos. The segmentation results of 

SUNS were closer to the ground truth (light orange) in both numbers and shapes than the 

segmentation results of other methods (Fig. 3e–f, Supplementary Fig. 1).

SUNS online also segmented neurons from the ABO dataset accurately and quickly.

We evaluated the performance of SUNS online using the same ABO 275 μm dataset, and 

compared our method with its peer algorithm, CaImAn Online20. SUNS online was both 

more accurate and faster than CaImAn Online (Fig. 4). Qualitatively, the segmentation 

results of SUNS online produced shapes similar to GT neuron shapes (light orange); neurons 

identified by CaImAn Online were sometimes non-convex or jagged, and could fall below 

our IoU matching criterion (Fig. 4a–b). Quantitatively, the F1 of SUNS online was 0.85 

± 0.01 (mean ± SD over n = 10 videos), significantly better than CaImAn Online and 

Grader 3 on the ABO 275 μm dataset (p = 0.002, two-sided Wilcoxon signed-rank test, n 
= 10 videos; Fig. 4c, Supplementary Table 3). The F1 scores produced by SUNS online 

when operating on the other datasets used in Fig. 3 were also significantly higher than the 

F1 scores produced by CaImAn Online (p < 0.002, two-sided Wilcoxon signed-rank test; 

Extended Data Fig. 8, Supplementary Table 4). Lastly, the accuracy of SUNS online using 

the trained CNN models and hyper-parameters from the batch training was higher than 

the accuracy of SUNS online using the CNN models and hyper-parameters independently 

trained within the online pre- and post-processing pipeline (Methods, Supplementary Fig. 

12). Thus, SUNS online can employ parameters from the batch version without retraining, 

leading to straightforward implementation when attempting real-time experiments on novel 

datasets.
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In addition to higher accuracy, SUNS online was also significantly faster than CaImAn 

Online on the ABO 275 μm dataset (p = 0.002, two-sided Wilcoxon signed-rank test, n = 

10 videos; Fig. 4d, Supplementary Table 3) and on the other datasets used in Fig. 3 (p < 

0.002, two-sided Wilcoxon signed-rank test; Extended Data Fig. 8, Supplementary Table 4). 

SUNS online processed the ABO 275 μm videos at 117 ± 7 frames/s (mean ± SD, n = 10 

videos) on a single desktop computer, and thus was on average multiple times faster than 

the recording frame rate of the video. SUNS online processed every frame faster than the 

imaging rate, consistently processing most frames in ~9 ms (Fig. 4e, Supplementary Fig. 

13). Changing the frequency of updating the neuron masks modulated the trade-offs between 

the algorithm’s response time to new neurons and the algorithm’s accuracy and speed 

(Extended Data Fig. 9). Applying optional baseline and noise updates further increased 

the accuracy at the cost of slightly lower average speed, (Methods, Extended Data Fig. 

10). SUNS online with the “tracking” option indicated whether neurons were active in 

every frame after they were initially detected; such outputs would provide frame-by-frame 

indicators of activity from detected neurons (Supplementary Videos 1–2). However, enabling 

this option lowered both speed and accuracy (Supplementary Fig. 14).

Discussion

We present in this paper an automated, fast, and accurate active neuron segmentation 

method using three modules. We used pre-processing to incorporate temporal information 

into each 2D image and suppress noise; we used a shallow U-Net to quickly identify 

features of active neurons; we used post-processing to finalize the spatial footprints of 

consistently detected neurons. SUNS not only had high accuracy, but also was much faster 

than the video acquisition rate; such “beyond real-time” speeds can support a critical set of 

neuroscience experiments requiring intricate calculations and feedback between individual 

imaging frames. The batch version of SUNS can enable experimentalists to quickly obtain 

the activity profiles of individual neurons soon after the dataset acquisition and construct 

additional perturbative trials with the same animal. SUNS batch can process movies at 3 ms 

per frame on a single desktop computer, bypassing the need for additional parallelization on 

computer clusters. SUNS online can process recordings on a frame-by-frame basis within 

a fraction of the frame acquisition time on a single desktop as well; it opens additional 

time within each frame acquisition to support online electrical, optogenetic, or behavioral 

feedback.

Compared to our previous work, STNeuroNet, the scheme in SUNS incorporating temporal 

information through traditional signal processing was simple but effective. The success of 

such simple schemes suggests that substantial gains in speed and accuracy can arise from 

highlighting the natural temporal features within specific datasets, such as the calcium 

transient within two-photon imaging movies. This temporal filtering scheme and SUNS’s 

natural ability to temporally screen multiple instances of the same neurons over multiple 

frames both partly contributed to SUNS’s high accuracy.

Compared to the original U-Net, the CNN of SUNS is light-weight. This CNN still 

effectively learned the features of active neurons from the SNR images likely because 

the task of segmenting neurons from the background in a single frame is relatively easy 
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compared to other biomedical image processing tasks36. The small numbers of channels per 

feature map effectively captured the spatial features of active neurons. Such features were 

effectively integrated by the shallow depth network; each pixel in the lowest-resolution layer 

integrated information from 23 × 23 pixels of the input image, an area large enough to cover 

a typical neuron of radius 6–10 pixels in our datasets.

SUNS’s simple network architecture enabled not only high processing speeds but also 

high generalization ability32. Such generalization ability appeared as SUNS’s consistently 

first-in-class accuracy when processing multiple datasets acquired by independent labs. 

Generalization ability also appeared as SUNS’s high accuracy relative to peer algorithms 

when training on a limited dataset, such as three-quarters of a video within the CaImAn 

dataset. SUNS achieved such generalization ability likely because the small number of 

network parameters prevented overfitting. The spatial discrimination module thus restricted 

learning to the most fundamental features of active neurons; it effectively ignored features 

specific to the training neurons but not generalizable to the test neurons.

End-users can quickly customize SUNS to process imaging data from new brain regions or 

specialized microscopes for two reasons: (1) SUNS produces high accuracy when trained on 

a small subset of frames from one video. The production of manual annotations at this scale 

and training SUNS on a commercial desktop should take less than 4 hours. (2) Users can 

directly apply the CNN models and optimal hyperparameters from the batch version to the 

online version. Other matched batch and online algorithms20 do not share parameters and 

CNN models, and thus require retraining when implementing the online version.

The online version of SUNS underperformed the batch version in accuracy and speed. 

SUNS online was less accurate because it does not access the full dataset to optimally 

segment and combine multiple occurrences of the same neuron. SUNS online was slower 

because it could not efficiently parallelize execution and memory transfers between the 

CPU and GPU. Future improvements in the hardware data transfer mechanics between 

the computer memory and graphics memory and in the software execution mechanics of 

matrix-based calculations will potentially help SUNS online perform at a speed close to the 

speed of SUNS batch.

Our algorithm informs the future development of similar algorithms for one-photon 

fluorescence imaging videos. One-photon images typically have worse spatial resolution 

than two-photon images due to one-photon imaging’s poor optical sectioning and its 

susceptibility to scattering within tissue. These poorer imaging metrics result in high out­

of-focus fluorescence background fluctuations and large spatial overlap between neurons. 

Accounting for such differences paved the way for the non-negative matrix factorization 

family of algorithms that process mostly high spatial resolution two-photon videos to 

also process low spatial resolution one-photon calcium recordings in scattering tissue37. 

SUNS can similarly overcome such challenges in three ways. First, SUNS can segment 

overlapping neurons from the frames when they are activated alone. Additional watershed 

segmentation38 could increase the accuracy when separating overlapping neurons. Second, 

SUNS already implements a form of spatial filtering for background removal. Additional 

feature channels will likely account for the spatially-varying out-of-plane fluorescence37. 
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Third, adjustments to the consume ratio and IoU metrics will likely better distinguish 

neurons imaged at lower resolution.

SUNS is a fast and accurate neuron segmentation algorithm, but neuron segmentation is 

only a part of calcium imaging analysis pipeline. Matching peer pipelines18, 20, a complete 

pipeline incorporating SUNS should also employ an image registration module to correct 

motion artifacts39 and a trace unmixing module to decontaminate crosstalk from neighboring 

calcium sources40; SUNS can work in conjunction with existing implementations of both 

types of algorithms. For example, if we incorporated the registration algorithm of Mitani et 

al. that reported a speed of 2 ms/frame on older hardware41, our overall pipeline would still 

be much faster than the video rate.

Beyond specific applications in fluorescence calcium imaging, our work is broadly relevant 

to the machine learning community because it adds a data point to the on-going discussion 

about neural network dimensionality. Current hypotheses about “lottery-ticket” networks42 

and replication of neural network function30, 43 corroborate the results of this work; they 

suggest that simple network structures with few weights can recapitulate the accuracy of 

complex network structures with many weights. However, attaining these sparse networks 

requires the training of an intermediate dense network that either serves as a model for 

additional pruning or a model for the sparse network to mimic. Here, we demonstrate 

that a shallow and light CNN, with appropriate pre-processing, is sufficient for neuron 

segmentation tasks. Such success suggests that starting computer vision projects with the 

most parsimonious algorithms could save implementation, design, training, and test time for 

a class of simple computer vision problems.

Materials and Methods

Active neuron segmentation.

SUNS contained three major components: an optional pre-processing module made two­

photon microscopy data appropriate for CNN analysis, a CNN inference module predicted 

the probability of whether each pixel came from an active neuron in the frame, and a 

post-processing module segmented and collected neurons from the probability maps.

Pre-processing steps.—All videos used in our work were previously registered. Our 

pre-processing applied optional spatial filtering, temporal filtering, and whitening to reduce 

noise and enhance active neurons. First, we optionally corrected for large-scale background 

fluctuation and non-uniform background illumination by applying spatial homomorphic 

filtering44 to each frame of the video. Given a raw intensity image I(x,y), the spatially 

filtered image I’(x,y) was

I′ x, y = SF I x, y = exp log I x, y + 1 − log I x, y + 1 *G x, y ,

where G(x,y) was a 2D Gaussian kernel with standard deviation of 40 μm, and “*” denotes 

spatial convolution. Second, we enhanced the SNR of calcium transient waveforms by 

applying a temporal matched filter that accounts for shot-noise28. Given the spatially filtered 

fluorescence time series I’(x,y,t), the temporally filtered time series was
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I′′ x, y, t = TF I′ x, y, t = I′ x, y, t ∘ ℎ t ,

where “∘” denotes pixel-by-pixel temporal convolution, and the filter kernel h(t) was the 

time-reversed average fluorescence response of the GT neurons to calcium transients with 

moderate peak SNR between 5 and 8 aligned to their peaks; these transients likely represent 

the temporal response to single action potentials2. We also tested the algorithm performance 

when using a simple exponentially decaying kernel with the decay time reported in the 

literature2. Third, we highlighted active neurons and de-emphasized inactive neurons by 

converting the result to an SNR video. This process normalized the fluorescence time series 

of each pixel by the estimated noise of that pixel. Given the temporally filtered fluorescence 

time series I”(t) of each pixel, the SNR time series was

SNR I′′ t = I′′ t − Μ I′′ t
σ I′′ t ,

where M[I”(t) was its median intensity representing the baseline, and σ[I”(t)] was the 

quantile-based noise, calculated as

σ I′′ t = Μ I′′ t − Q1 I′′ t / 2 erf−1 0.5 ,

where Q1[I”(t)] is the first quantile and erf−1 is the inverse error function. The noise 

calculation is similar to median-based standard deviation45. We used the median baseline 

and the quantile-based noise because these metrics deemphasize fluctuations induced by 

calcium activity, and thus appropriately represented the fluorescence variation of the neuron 

at rest.

Neural network architecture.—We processed each pre-processed SNR frame using 

a 2D shallow U-Net. Similar to the original U-Net33, our network structure also used 

an encoder-decoder architecture and skip connections. In our final version, we used two 

convolution/max-pooling blocks to reduce dimensionality and two convolution/transpose­

convolution (deconvolution) blocks to restore input dimensionality. The number of channels 

in each feature map was 4, 8, and 16, respectively at each resolution depth. We used a 

skip connection to concatenate the output of the first convolution layer and the output of 

the decoder; this connection enabled the network to extract both low-level and high-level 

information. An Exponential Linear Unit (ELU) activation and dropout rate of 0.1 (0.2 at the 

deepest depth) followed each convolutional layer, except in the last output layer; that layer 

transformed the feature map to an output 2D probability map by using a sigmoid activation 

function without dropout. By minimizing the network depth, the number of channels per 

feature map, and the number of skip connections, our network only trained ~5 × 103 

parameters.

Post-processing steps.—After CNN inference, we segmented the final binary neuron 

masks by applying post-processing to the output probability maps. The post-processing steps 

included probability thresholding, spatial grouping within each frame, and temporal merging 
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across all frames. First, we determined the active pixels in each frame by binarizing the 

probability maps with a probability threshold (thprob). Second, we grouped neighboring 

active pixels within a frame into connected active regions. We also removed false positive 

active regions with areas smaller than a minimum area (tharea). Finally, we aggregated all 

identified active masks from different frames to obtain the segmentation results for the entire 

video. We merged similarly positioned active masks from different frames because they 

likely belonged to the same neuron. The similarly positioned masks satisfied one of three 

requirements: (1) close center of masses (COMs), (2) large IoU, or (3) large consume ratio. 

The threshold of the COM distance (thCOM) was smaller than the typical neuron radius. For 

two binary masks, m1 and m2, we defined the IoU and consume ratio respectively as

IoU m1, m2 =
m1 ∩ m2
m1 ∪ m2

,

and

consume m1 m2 =
m1 ∩ m2

m2
.

We merged pairs of masks that had IoU(m1,m2) ≥ 0.5, consume(m1|m2) ≥ 0.75, or 

consume(m2|m1) ≥ 0.75. When the mask pairs had a COM distance below thCOM or IoU 

satisfying the above condition, we combined the masks with addition. When the mask pairs 

satisfied one of the above consume ratio conditions, we eliminated the larger mask of the 

pair if the area of the larger mask was larger than the maximum neuron size; otherwise, we 

added the masks. We merged the neurons with close COMs first, then those with large IoU, 

and finally those with large consume ratio. After aggregating all active masks, we further 

selected the regions of interest (ROIs) that lasted for a minimum number of consecutive 

frames (thframe). Finally, we binarized each merged ROI using half of the maximum value of 

that ROI as the threshold, which produced the final masks of the segmented active neurons.

Online processing.—As opposed to SUNS batch that processed the entire movie all 

together, SUNS online contains two stages: It initialized on a limited number of the initial 

frames (the first ninit frames) of the movie, and then processed the following data frame-by­

frame. SUNS batch and SUNS online also used different pre-processing and post-processing 

modules. The online pre-processing module initialized or updated the distribution of the 

fluorescence with a limited number of recent frames in order to whiten frames as they 

are acquired, rather than computing the distribution once at the end of the movie. In the 

initialization stage, we used the SUNS batch pipeline to analyze the initialization frames and 

compute the following set of outputs: (1) the median baseline and quantile-based noise of 

all pixels; (2) both the binary masks and the real-number masks of all neuron candidates 

even if they were active for less than thframe frames; (3) the indices of active frames for 

each neuron candidate. During the frame-by-frame processing stage, the pre-processing 

module used the same spatial and temporal filtering as the batch version, but performed 

SNR normalization using the median baseline and quantile-based noise determined from 

the initialization frames rather than those determined from the entire video calculated at 
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the end of the movie. Because the baseline and noise may vary after the initial frames, 

we developed an optional baseline and noise update that corrects the baseline and noise 

estimates through the duration of imaging movies. Every ~ninit frames, we saved a buffer of 

the recent ninit images after temporal filtering but before SNR normalization, and calculated 

the median baseline and quantile-based noise of these images. Because this calculation was 

computationally intensive, we distributed the calculation over multiple frames throughout 

the online processing: after pre-processing every frame, we only calculated the median 

baseline and quantile-based noise of a column or a part of a column. After calculating the 

median baseline and quantile-based noise of all pixels, we then applied the new baseline and 

noise images in the following ~ninit frames.

The online post-processing module needed to aggregate the newly active masks from the 

recently processed frames in an online way rather than aggregating all masks at the end 

of the entire movie. We instantiated this process after initialization by examining every 

block of nmerge frames after the process, locating the newly detected neuron candidates in 

these frames, and finally merging these new candidates with previously detected neuron 

candidates. When merging the new neurons with existing neurons, we applied the same 

conditions on the IoU and consume ratio as in the batch version, but we ignored the COM 

distance requirement and used simple addition to merge neuron candidates. We then added 

newly found neurons that did not match existing neurons into the set of detected neurons. 

We kept all candidate neurons throughout the online processing regardless of whether 

they satisfied the consecutive frame requirement, but we also screened the candidates with 

thframe after every merge to create the set of active neurons as the intermediate output. 

After the online processing, we performed an extra merging step for all the identified 

neurons according to the IoU and consume ratio, in case a neuron was split into two highly 

overlapped masks based on their early appearances.

We also developed a “tracking” option that used a different neuron aggregation strategy in 

the post-processing module within the frame-by-frame stage that tracked the activation of 

existing neurons at each frame. This option provided a frame-by-frame readout of the neural 

activity from detected neurons, information that could determine future closed-loop neural 

or behavioral feedback. We checked whether active regions within each frame matched to 

existing neurons using the same IoU and consume ratio metrics. If they matched existing 

neurons, we marked the matched existing neurons as active for that frame. At the end of 

each consecutive active period of each existing neuron, we collected all the newly segmented 

candidate masks associated with that neuron, added them to the existing real-number mask 

of that neuron, and updated the binary mask of that neuron. If the active masks did not 

match existing neurons, we merged these newly segmented candidate masks after every 

nmerge frames and added the result to the set of existing neurons as in the standard online 

version.

Training and parameter optimization.—We found the optimal CNN model and post­

processing hyperparameters by training. To create GT labels for each frame, we first applied 

FISSA40 to decontaminate the fluorescence traces of each GT neuron mask. We then 

calculated the SNR traces of each neuron by normalizing each trace: we subtracted each 

trace by the trace median and then divided the resulting trace by the quantile-based noise. 
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When the SNR trace was higher than a threshold (thSNR) at a given time, we treated this 

neuron as active at that time. We then added the masks of all active neurons at each frame to 

create the binary GT labels for each frame of the movie. We performed these steps only once 

for each video and used these results during subsequent rounds of cross-validation. Thus, the 

average training time for each round within a 10-round cross-validation was shorter than that 

for a single round of cross-validation.

We selected 1800/n images at uniform intervals from each training video, where n is the 

number of training videos, to produce 1800 images for training in each round of cross­

validation. We fed the GT labels and their contemporaneous SNR images into the CNN for 

training. We trained the CNN for 200 epochs, with random flips and rotations for each pair 

of SNR image and GT mask. We used the Adam optimizer with a 0.001 learning rate and 

20 batch size. We used one of two types of loss functions: a weighted sum of Dice loss46 

and binary cross-entropy, or a weighted sum of Dice loss and focal loss47. To determine 

the optimal post-processing hyperparameters, we first computed the segmentation results of 

all training videos using various thprob, tharea, thCOM, and thframe, and then determined the 

optimal thresholds that yielded the highest mean F1 score on the training set. We applied the 

same trained CNN models and post-processing hyperparameters to both the batch version 

and the online version. We also tested SUNS online using the trained CNN models and 

hyperparameters that resulted from applying the pre- and post-processing procedures from 

SUNS online.

Datasets and characterization scheme.

Allen Brain Observatory dataset –—The ABO dataset we used included 10 videos 

recorded from 275 μm deep in the primary visual cortex (VISp) of 10 mice and another 

10 videos recorded from 175 μm deep in the VISp of 10 different mice using two-photon 

microscopy; all mice expressed the GCaMP6f calcium sensor48. Each video lasted about 13 

min at a frame rate of 30 frames/s. Each frame was cropped to 487 × 487 pixels. We used 

our previous manual annotations7 as the GT neuron markings containing ~200 – 400 GT 

neurons in each video. This GT set was created by combining the labels of two experienced 

graders (Graders 1&2), and both graders had access to the markings originally provided by 

ABO. Grader 3, who did not have access to any directly related markings, served as an 

inter-human reliability test and a performance baseline.

We used this dataset to evaluate the performance of all neuron segmentation algorithms in 

three types of cross-validation: (1) ten rounds of leave-one-out cross-validation (training on 

nine 275 μm videos and testing on the remaining one 275 μm video); (2) ten rounds of 1-to-9 

generalization test (training on one 275 μm video and testing on the remaining nine 275 μm 

videos); (3) one round of generalization test on different recording depths (training on all ten 

275 μm videos and testing on all ten 175 μm videos). In each round, we used the training 

video(s) to train the CNN, searched for the optimal post-processing hyperparameters, and 

applied the trained CNN along with their optimal hyperparameters to the remaining test 

video(s). We used each video of the 275 μm set as the test video exactly once in test (1) 

and as the training video exactly once in test (2). In test (2), we averaged the nine results 

from the nine test videos to calculate the metrics for each round of cross-validation. We 
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optimized the SUNS post-processing parameters over the range of values in Supplementary 

Table 6. When running SUNS online, we set ninit to be 900 frames (30 s) and nmerge to be 30 

frames (1 s). We optimized the parameters of all other algorithms over the range of values in 

Supplementary Tables 7–10.

Neurofinder dataset –—We used 12 two-photon calcium imaging videos (sets 01, 02, 

and 04) from the Neurofinder dataset34. We used the GT neuron markings associated with 

these videos made in our previous work7. Each set of videos imaged neurons expressing 

GCaMP6s. The three sets of videos originated from three independent labs, and each set 

generally imaged from one cortical or subcortical brain region. Each set of videos contained 

two “train” videos and two “test” videos. While each set of videos had different imaging 

conditions (e.g. different numbers of frames, numbers of pixels in each frame, or recording 

frame rate), one “train” video and one “test” video within each set had matching imaging 

conditions. This structure resulted in 6 pairs of train-test videos matched to the same 

serial number (e.g. 04.00 and 04.00.test). We used each of the 12 videos as the training 

video exactly once within a 12-round, one-to-one cross-validation. In each round, we used 

the one video within a train-test pair to train the CNN and search for the optimal post­

processing hyperparameters. We then tested the trained CNN and the associated optimal 

hyperparameters on the remaining video within the same train-test pair. We optimized the 

SUNS post-processing parameters over the range of values in Supplementary Table 6. When 

running SUNS online, we set ninit to be 300 frames (37.5–100 s) and nmerge to be 10 

frames (1.25–3.33 s). We optimized the parameters of all other algorithms over the range of 

values in Supplementary Tables 7–10. We adjusted the magnification of the 01 series to 0.8 

μm/pixel and that of the 02 series to 1.15 μm/pixel. Without this adjustment, the ground truth 

neurons would report the area of layer 2/3 pyramidal neurons in the primary visual cortex of 

mice as 2–2.5× their area reported in the literature for the 01 series and 0.6–0.7× for the 02 

series49, 50.

CaImAn dataset –—We used four two-photon calcium imaging videos from the CaImAn 

dataset (J115, J123, K53, and YST) that did not come from Neurofinder, as well as the 

associated GT neuron markings from that publication20. These four videos originated from 

two independent labs, and they were recorded from three different brain regions with three 

different calcium sensors and imaging conditions. We divided each video into a set of 

4 quarter-sized sub-videos with equal size and similar numbers of neurons. We ensured 

spatial separation between the sub-videos by removing pixels near the sub-video boundaries; 

the distance between each quarter was at least 15 pixels. We performed 4 rounds of 

leave-one-out cross-validation within each set of 4 sub-videos originating from the same 

full-sized video: we used 3 out of the 4 sub-videos to train the CNN, searched for the 

optimal post-processing hyperparameters, and applied the trained CNN along with their 

optimal hyperparameters to the remaining test sub-video. To compensate for the smaller 

image size, we selected 4× the number of images from each video (7200 total images) 

for training the CNN compared to other datasets. We optimized the SUNS post-processing 

parameters over the range of values in Supplementary Table 6. Because the magnifications 

of imaging systems were not given in these datasets, we assumed that the magnifications 

were proportional to the average neuron radius provided in the header information of the 
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dataset. When running SUNS online, we set ninit to correspond with 30 s (300 frames for 

YST and 900 frames for the other videos) and nmerge to correspond with 1 s (10 frames 

for YST and 30 frames for the other videos). We optimized the parameters of all other 

algorithms over the range of values in Supplementary Tables 7–10.

Evaluation metrics.

We evaluated all segmentation methods by comparing their results with the manual GT 

labels. We assessed each algorithm by quantifying three neuron detection metrics: recall, 

precision, and F1 score, defined as follows:

Recall =
NTP
NGT

,

Precision =
NTP

Ndetected
,

F1 = 2
Recall−1 + Precision−1,

where NTP, NGT, and Ndetected are the numbers of true positive neurons, GT neurons, 

and detected neurons by the method, respectively. We used the IoU metric along with the 

Hungarian algorithm to match the masks between the GT labels and the detected masks20. 

We calculated the distance Dist between any pair of masks from the GT set (miGT) and the 

detected set (Mj) as

Dist miGT, Mj =
1 − IoU miGT, Mj , IoU miGT, Mj ≥ 0.5

2, IoU miGT, Mj < 0.5 .

In the above equation, Dist = 2 denotes masks that cannot be matched due to their small 

IoU score. Next, we applied the Hungarian algorithm to solve the linear assignment problem 

using the above distance matrix and denoted the matched masks whose distances were 

smaller than 2 as true positive masks.

Hardware and speed analysis.

All algorithms were evaluated on a single computer (Windows 10, AMD 1920X CPU, 128 

GB RAM, NVIDIA Titan RTX GPU). The processing time measurement started after all 

the data was loaded into memory, so the hard drive reading and writing time was excluded 

(except for a portion of STNeuroNet execution, Supplementary Methods). The training times 

of all methods were estimated from the creation time of training output files.
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Code availability.

Code for SUNS can be accessed in https://github.com/YijunBao/Shallow-UNet-Neuron­

Segmentation_SUNS 51. The version to reproduce the results in this paper can be accessed 

in https://github.com/YijunBao/SUNS_paper_reproduction 52.

Data availability.

The trained network weights, and the optimal hyperparameters can be accessed 

in https://github.com/YijunBao/SUNS_paper_reproduction/tree/main/paper_reproduction/

training%20results. The output masks of all neuron segmentation algorithms 

can be accessed in https://github.com/YijunBao/SUNS_paper_reproduction/tree/main/

paper_reproduction/output%20masks%20all%20methods. We used three public datasets 

to evaluate the performance of SUNS and other neuron segmentation algorithms. 

We used the videos of ABO dataset from https://github.com/AllenInstitute/AllenSDK/

wiki/Use-the-Allen-Brain-Observatory-%E2%80%93-Visual-Coding-on-AWS, and we used 

the corresponding manual labels created from our previous work, https://github.com/

soltanianzadeh/STNeuroNet/tree/master/Markings/ABO. We used the Neurofinder dataset 

from https://github.com/codeneuro/neurofinder, and we used the corresponding manual 

labels created from our previous work, https://github.com/soltanianzadeh/STNeuroNet/

tree/master/Markings/Neurofinder. We used the videos and manual labels of CaImAn 

dataset from https://zenodo.org/record/1659149. A more detailed description of how 

we used these dataset can be found in the readme of https://github.com/YijunBao/

SUNS_paper_reproduction/tree/main/paper_reproduction.
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Extended Data

Extended Data Fig. 1. The average calcium response formed the temporal filter kernel.
We determined the temporal matched filter kernel by averaging calcium transients within 

a moderate SNR range; these transients likely represent the temporal response to single 

action potentials2. (a) Example data show all background-subtracted fluorescence calcium 

transients of all GT neurons in all videos in the ABO 275 μm dataset that showed peak 

SNR (pSNR) in the regime 6 < pSNR < 8 (gray). We minimized crosstalk from neighboring 

neurons by excluding transients during time periods when neighboring neurons also had 

transients. We normalized all transients such that their peak values were unity, and then 

averaged these normalized transients into an averaged spike trace (red). We used the portion 

of the average spike trace above e–1 (blue dashed line) as the final template kernel. (b) 

When analyzing performance on the ABO 275 μm dataset through 10-fold leave-one-out 
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cross-validation, using the temporal kernel determined in (a) within our temporal filter 

scheme achieved significantly higher F1 score than not using a temporal filter or using an 

unmatched filter (*p < 0.05, **p < 0.005; two-sided Wilcoxon signed-rank test, n = 10 

videos) and achieved a slightly higher F1 score than using a single exponentially decaying 

kernel (p = 0.77; two-sided Wilcoxon signed-rank test, n = 10 videos). Error bars are 

standard deviations. The gray dots represent scores for the test data for each round of 

cross-validation. The unmatched filter was a moving-average filter over 60 frames. (c-d) are 

analogous to (a-b), but for the Neurofinder dataset. We determined the filter kernel using 

videos 04.01 and 04.01.test.
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Extended Data Fig. 2. The complexity of the CNN architecture controlled the tradeoff between 
speed and accuracy.
We explored multiple potential CNN architectures to optimize performance. (a-d) Various 

CNN architectures having depths of (a) two, (b) three, (c) four, or (d) five. For the three­

depth architecture, we also tested different numbers of skip connections, ReLU (Rectified 

Linear Unit) instead of ELU (Exponential Linear Unit) as the activation function, and 

separable Conv2D instead of Conv2D in the encoding path. The dense five-depth model 

mimicked the model used in UNet2Ds9. The legend “0/ni+ni” represents whether the skip 

connection was used (ni+ni) or not used (0+ni). (e) The F1 score and processing speed 

Bao et al. Page 19

Nat Mach Intell. Author manuscript; available in PMC 2022 January 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



of SUNS using various CNN architectures when analyzing the ABO 275 μm dataset 

through 10-fold leave-one-out cross-validation. The right panel zooms in on the rectangular 

region in the left panel. Error bars are standard deviations. The legend (n1, n2, …, nk) 

describes architectures with k-depth and ni channels at the ith depth. We determined that 

the three-depth model, (4,8,16), using one skip connection at the shallowest layer, ELU, 

and full Conv2D (Fig. 1c), had a good trade-off between speed and accuracy; we used this 

architecture as the SUNS architecture throughout the paper. One important drawback of 

the ReLU activation function was its occasional (20% of the time) failure during training, 

compared to negligible failure levels for the ELU activation function.

Extended Data Fig. 3. The F1 score of SUNS was robust to moderate variation of training and 
post-processing parameters.
We tested if the accuracy of SUNS when analyzing the ABO 275 μm dataset within 

the 10-fold leave-one-out cross-validation relied on intricate tuning of the algorithm’s 

hyperparameters. The evaluated training parameters included (a) the threshold of the SNR 

video (thSNR) and (b) the training batch size. The evaluated post-processing parameters 

included (c) the threshold of probability map (thprob), (d) the minimum neuron area (tharea), 

(e) the threshold of COM distance (thCOM), and (f) the minimum number of consecutive 

frames (thframe). The solid blue lines are the average F1 scores, and the shaded regions are 

mean ± one standard deviation. When evaluating the post-processing parameters in (c-f), we 

fixed each parameter under investigation at the given values and simultaneously optimized 

the F1 score over the other parameters. Variations in these hyperparameters produced only 
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small variations in the F1 performance. The orange lines show the F1 score (solid) ± 

one standard deviation (dashed) when we optimized all four post-processing parameters 

simultaneously. The similarity between the F1 scores on the blue lines and the scores on the 

orange lines suggest that optimizing for three or four parameters simultaneously achieved 

similar optimized performance. Moreover, the relatively consistent F1 scores on the blue 

lines suggest that our algorithm did not rely on intricate hyperparameter tuning.

Extended Data Fig. 4. The performance of SUNS was better than that of other methods in the 
presence of intensity noise or motion artifacts.

Bao et al. Page 21

Nat Mach Intell. Author manuscript; available in PMC 2022 January 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



The (a, d) recall, (b, e) precision, and (c, f) F1 score of all the (a-c) batch and (d-f) 

online segmentation algorithms in the presence of increasing intensity noise. The test dataset 

was the ABO 275 μm data with added random noise. The relative noise strength was 

represented by the ratio of the standard deviation of the random noise amplitude to the mean 

fluorescence intensity. As expected, the F1 scores of all methods decreased as the noise 

amplitude grew. The F1 of SUNS was greater than the F1’s of all other methods at all noise 

intensities. (g-l) are in the same format of (a-f), but show the performance with the presence 

of increasing motion artifacts. The motion artifacts strength was represented by the standard 

deviation of the random movement amplitude (unit: pixels). As expected, the F1 scores of 

all methods decreased as the motion artifacts became stronger. The F1 of SUNS was greater 

than the F1’s of all other methods at all motion amplitudes. STNeuroNet and CaImAn batch 

were the most sensitive to strong motion artifacts, likely because they rely on accurate 3D 

spatiotemporal structures of the video. On the contrary, SUNS relied more on the 2D spatial 

structure, so it retained the accuracy better when spatial structures changed position over 

different frames.
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Extended Data Fig. 5. SUNS accurately mapped the spatial extent of each neuron even if the 
spatial footprints of neighboring cells overlapped.
SUNS segmented active neurons within each individual frame, and then accurately collected 

and merged the instances belonging to the same neurons. We selected two example pairs 

of overlapping neurons from the ABO video 539670003 identified by SUNS, and showed 

their traces and instances when they were activated independently. (a) The SNR images of 

the region surrounding the selected neurons. The left image is the maximum projection of 

the SNR video over the entire recording time, which shows the two neurons were active 

and overlapping. The right images are single-frame SNR images at two different time 

points, each at the peak of a fluorescence transient where only one of the two neurons was 

active. The segmentation of each neuron generated by SUNS is shown as a contour with a 

different color. The scale bar is 3 μm. (b) The temporal SNR traces of the selected neurons, 

matched to the colors of their contours in (a). Because the pairs of neurons overlapped, their 

fluorescence traces displayed substantial crosstalk. The dash markers above each trace show 

the active periods of each neuron determined by SUNS. The colored triangles below each 

trace indicate the manually-selected time of the single-frame images shown in (a). (c-d) are 

parallel to (a-b), but for a different overlapping neuron pair. (e) We quantified the ability to 

find overlapped neurons for each segmentation algorithm using the recall score. We divided 

the ground truth neurons in all the ABO videos into two groups: neurons without and with 

overlap with other neurons. We then computed the recall scores for both groups. The recall 

of SUNS on spatially overlapping neurons was not significantly lower (and was numerically 

higher) than the recall of SUNS on non-spatially overlapping neurons (p > 0.8, one-sided 

Wilcoxon rank-sum test, n = 10 videos; n.s.l. – not significantly lower). Therefore, the 

performance of SUNS on overlapped neurons was at least equally good as the performance 

of SUNS on non-overlapped neurons. Moreover, the recall scores of SUNS in both groups 

were comparable to or significantly higher than that of other methods in those groups (**p < 

0.005, n.s. – not significant; two-sided Wilcoxon signed-rank test, n = 10 videos; error bars 

are standard deviations). The gray dots represent the scores on the test data for each round of 

cross-validation.
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Extended Data Fig. 6. Each pre-processing step and the CNN contributed to the accuracy of 
SUNS at the cost of lower speed.
We evaluated the contribution of each pre-processing option (spatial filtering, temporal 

filtering, and SNR normalization) and the CNN option to SUNS. The reference algorithm 

(SUNS) used all options except spatial filtering. We compared the performance of this 

reference algorithm to the performance with additional spatial filtering (optional SF), 

without temporal filtering (no TF), without SNR normalization (no SNR), and without 

the CNN (no CNN) when analyzing the ABO 275 μm dataset through 10-fold leave­

one-out cross-validation. (a) The recall, precision, and F1 score of these variants. The 

temporal filtering, SNR normalization, and CNN each significantly contributed to the overall 

accuracy, but the impact of spatial filtering was not significant (*p < 0.05, **p < 0.005, 

n.s. - not significant; two-sided Wilcoxon signed-rank test, n = 10 videos; error bars are 

standard deviations). The gray dots represent the scores on the test data for each round 

of cross-validation. (b) The speed and F1 score of these variants. Eliminating temporal 

filtering or the CNN significantly increased the speed, while adding spatial filtering or 

eliminating SNR normalization significantly lowered the speed (**p < 0.005; two-sided 

Wilcoxon signed-rank test, n = 10 videos; error bars are standard deviations). The light color 

dots represent F1 scores and speeds for the test data for each round of cross-validation. 

The execution of SNR normalization was fast (~0.07 ms/frame). However, eliminating SNR 

normalization led to a much lower optimal thprob, and thus increased the number of active 

pixels and decreased precision. In addition, “no SNR” had lower speed than the complete 

SUNS algorithm due to the increased post-processing computation workload for managing 

the additional active pixels and regions.
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Extended Data Fig. 7. The recall, precision, and F1 score of SUNS were superior to that of other 
methods on a variety of datasets.
(a) Training on one ABO 275 μm video and testing on nine ABO 275 μm videos (each data 

point is the average over each set of nine test videos, n = 10); (b) Training on ten ABO 275 

μm videos and testing on ten ABO 175 μm videos (n = 10); (c) Training on one Neurofinder 

video and testing on one paired Neurofinder video (n = 12); (d) Training on three-quarters 

of one CaImAn video and testing on the remaining quarter of the same CaImAn video (n 
= 16). The F1 scores of SUNS were mostly significantly higher than the F1 scores of other 

methods (*p < 0.05, **p < 0.005, ***p < 0.001, n.s. - not significant; two-sided Wilcoxon 

signed-rank test; error bars are standard deviations). The gray dots represent the individual 

scores for each round of cross-validation.
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Extended Data Fig. 8. SUNS online outperformed CaImAn Online in accuracy and speed when 
processing a variety of datasets.
(a, e) Training on one ABO 275 μm video and testing on nine ABO 275 μm videos (each 

data point is the average over each set of nine test videos, n = 10); (b, f) Training on ten 

ABO 275 μm videos and testing on ten ABO 175 μm videos (n = 10); (c, g) Training 

on one Neurofinder video and testing on one paired Neurofinder video (n = 12); (d, h) 

Training on three-quarters of one CaImAn video and testing on the remaining quarter of 

the same CaImAn video (n = 16). The F1 score and processing speed of SUNS online 

were significantly higher than the F1 score and speed of CaImAn Online (**p < 0.005, 

***p < 0.001; two-sided Wilcoxon signed-rank test; error bars are standard deviations). 

The gray dots in (a-d) represent individual scores for each round of cross-validation. The 

light color dots in (e-g) represent F1 scores and speeds for the test data for each round of 

cross-validation. The light color markers in (h) represent F1 scores and speeds for the test 

data for each round of cross-validation performed on different CaImAn videos. We updated 

the baseline and noise regularly after initialization for the Neurofinder dataset, but did not do 

so for other datasets.

Bao et al. Page 26

Nat Mach Intell. Author manuscript; available in PMC 2022 January 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Extended Data Fig. 9. Changing the frequency of updating the neuron masks modulated trade­
offs between SUNS online’s response time to new neurons and SUNS online’s performance 
metrics.
The (a-c) F1 score and (d-f) speed of SUNS online increased as the number of frames per 

update (nmerge) increased for the (a, d) ABO 275 μm, (b, e) Neurofinder, and (c, f) CaImAn 

datasets. The solid line is the average, and the shading is one standard deviation from the 

average (n = 10, 12, and 16 cross-validation iterations for the three datasets). In (a-c), the 

green lines show the F1 score (solid) ± one standard deviation (dashed) of SUNS batch. The 

F1 score and speed generally increased as nmerge increased. For example, the F1 score and 

speed when using nmerge = 500 were higher than the F1 score and speed when using nmerge 

= 20, and a half of the differences were significant (*p < 0.05, **p < 0.005, ***p < 0.001, 

n.s. - not significant; two-sided Wilcoxon signed-rank test; n = 10, 12, and 16, respectively). 

We updated the baseline and noise regularly after initialization for the Neurofinder dataset, 

but did not do so for other datasets. The nmerge was inversely proportional to the update 

frequency or the responsiveness of SUNS online to the appearance of new neurons. A 

trade-off exists between this responsiveness and the accuracy and speed of SUNS online. 

At the cost of less responsiveness, a higher nmerge allowed the accumulation of temporal 

information and improved the accuracy of neuron segmentations. Likewise, a higher nmerge 

improved the speed because it reduced the occurrence of computations for aggregating 

neurons.
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Extended Data Fig. 10. Updating the baseline and noise after initialization increased the 
accuracy of SUNS online at the cost of lower speed.
We compared the F1 score and speed of SUNS online with or without baseline and noise 

update for the (a) ABO 275 μm, (b) Neurofinder, and (c) CaImAn datasets. The F1 scores 

with baseline and noise update were generally higher, but the speeds were slower (*p < 0.05, 

**p < 0.005, ***p < 0.001, n.s. - not significant; two-sided Wilcoxon signed-rank test; error 

bars are standard deviations). The light color dots represent F1 scores and speeds for the 

test data for each round of cross-validation. The improvement in the F1 score was larger as 

the baseline fluctuation becomes more significant. (d) Example processing time per frame of 

SUNS online with baseline and noise update on Neurofinder video 02.00. The lower inset 

zooms in on the data from the red box. The upper inset is the distribution of processing 

time per frame. The processing time per frame was consistently faster than the microscope 
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recording rate (125 ms/frame). The first few frames after initialization were faster than the 

following frames, because the baseline and noise update was not performed in these frames.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1: Schematic for the proposed fast neuron segmentation algorithm based on a shallow 
U-Net.
(a) The overall structure of SUNS included (b) pre-processing, (c) CNN inference, and 

(d) post-processing. The input is a raw registered video, and the output is a set of binary 

masks representing segmented neurons. (b) The pre-processing procedure used optional 

spatial filtering to remove large-scale background fluctuations, temporal filtering to enhance 

calcium transients, and SNR normalization to remove inactive neurons. The output of the 

pre-processing was an SNR video used for CNN inference. (c) Our CNN employed a 

shallow U-Net. Example dimensions of each feature map are at the left of each row. The 

numbers of channels in each feature map are on top of each feature. The arrows denote 

different local tensor operations. The output of the CNN was a probability map used in 

post-processing. (d) The post-processing procedure screened for active pixels, spatially 

grouped active pixels in each frame into active connected regions, and temporally merged 

active regions belonging to the same neuron across all frames.
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Figure 2: SUNS outperformed existing neuron segmentation algorithms in accuracy and speed 
on the ABO dataset.
(a) Example segmentations from a part of ABO video 524691284 for SUNS, STNeuroNet, 

CaImAn Batch, and Suite2p, overlaid on top of the imaging data. The grayscale image is the 

projection of the maximum pixel-wise SNR (Scale bar: 20 μm). The light orange outlines 

denote the GT neurons, and the other colors denote the neurons found by the algorithms. 

(b) Example neurons zoomed from the boxed regions in (a) that were identified correctly by 

SUNS but missed by the other methods. The images are the average SNR images around 

the peaks of one calcium transient from each of the pictured neurons (Scale bar: 3 μm; 
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Supplementary Fig. 1). (c) The recall, precision, and F1 score of SUNS during a 10-round 

cross-validation were superior to that of the other methods and the independent human 

Grader 3 (**p < 0.005, two-sided Wilcoxon signed-rank test, n = 10 videos; error bars 

are standard deviations). The gray dots represent scores for the test data for each round of 

cross-validation. (d) SUNS required less training time than the other methods over both a 

single cross-validation round and a 10-round average. (e) In addition to superior detection 

accuracy, SUNS had faster processing speed than the other methods and the video rate 

(**p < 0.005; two-sided Wilcoxon signed-rank test, n = 10 videos; error bars are standard 

deviations). The light color dots represent F1 scores and speeds for the test data for each 

round of cross-validation.
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Figure 3: SUNS outperformed existing neuron segmentation algorithms in accuracy and speed 
when processing a variety of datasets.
(a-d) The F1 score and processing speed of SUNS were better than STNeuroNet, CaImAn 

Batch, and Suite2p on four tests of generalization: (a) training on one ABO 275 μm video 

and testing on nine ABO 275 μm videos (each data point is the average over each set of nine 

test videos, n = 10); (b) training on ten ABO 275 μm videos and testing on ten ABO 175 μm 

videos (n = 10); (c) training on one Neurofinder video and testing on one paired Neurofinder 

video (n = 12); (d) training on three-quarters of one CaImAn video and testing on the 

remaining quarter of the same CaImAn video (n = 16) (for F1 score and processing speed, 
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*p < 0.05, **p < 0.005, ***p < 0.001, n.s. - not significant; two-sided Wilcoxon signed-rank 

test; error bars are standard deviations). The light color dots in (a-c) represent F1 scores and 

speeds for the test data for each round of cross-validation. The light color markers in (d) 

represent F1 scores and speeds for the test data for each round of cross-validation performed 

on different CaImAn videos. (e) Example segmentations from the fourth quadrant of the 

CaImAn video J123 compare the results of all four segmentation methods, overlaid on top 

of the imaging data. The grayscale image is the projection of the maximum pixel-wise SNR 

(Scale bar: 20 μm). The light orange outlines denote the GT neurons, and the other colors 

denote the neurons found by the algorithms. (f) The example neuron zoomed from the boxed 

region in (e) that was identified correctly by SUNS but missed by the other methods. The 

image was the averaged SNR images around the peak of a calcium transient of the neuron 

(Scale bar: 3 μm; Supplementary Fig. 1).
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Figure 4: SUNS online outperformed CaImAn Online in accuracy and speed on the ABO 
dataset.
(a) Example segmentations from ABO video 524691284 compare the results of SUNS 

online to the results of CaImAn Online, overlaid on top of the imaging data. The grayscale 

image is the projection of the maximum pixel-wise SNR (Scale bar: 20 μm). The light 

orange outlines denote the GT neurons, and the other colors denote the neurons found by 

the algorithms. (b) Example neurons zoomed from the boxed regions in (a), the same region 

as in Fig. 2b. The images were the average SNR images around the peaks of one calcium 

transient from each of the pictured neurons (Scale bar: 3 μm; Supplementary Fig. 1). (c) The 
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F1 scores of SUNS online during a 10-round cross-validation were superior to the F1 scores 

of CaImAn Online and the independent human Grader 3, and was close to SUNS batch (**p 
< 0.005, n.s. - not significant; two-sided Wilcoxon signed-rank test, n = 10 videos; error 

bars are standard deviations). The gray dots represent the scores on the test data for each 

round of cross-validation. (d) In addition to superior detection accuracy, SUNS online was 

also faster than CaImAn Online, although slower than SUNS batch (**p < 0.005, two-sided 

Wilcoxon signed-rank test, n = 10 videos; error bars are standard deviations). The light color 

dots represent the F1 scores and speeds for the test data for each round of cross-validation. 

(e) Example processing time per frame when applying SUNS online on video 501574836. 

The black dashed line is the microscope recording rate. The lower inset zooms in on the data 

from the red box. The upper inset is the distribution of processing time per frame.
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