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ABSTRACT
◥

Although most primary estrogen receptor (ER)–positive
breast cancers respond well to endocrine therapies, many relapse
later as metastatic disease due to endocrine therapy resistance.
Over one third of these are associated with mutations in the
ligand-binding domain (LBD) that activate the receptor inde-
pendent of ligand. We have used an array of advanced compu-
tational techniques rooted in molecular dynamics simulations, in
concert with and validated by experiments, to characterize the
molecular mechanisms by which specific acquired somatic point
mutations give rise to ER constitutive activation. By comparing
structural and energetic features of constitutively active mutants
and ligand-bound forms of ER-LBD with unliganded wild-type
(WT) ER, we characterize a spring force originating from strain
in the Helix 11–12 loop of WT-ER, opposing folding of Helix 12
into the active conformation and keeping WT-ER off and

disordered, with the ligand-binding pocket open for rapid ligand
binding. We quantify ways in which this spring force is abro-
gated by activating mutations that latch (Y537S) or relax
(D538G) the folded form of the loop, enabling formation of the
active conformation without ligand binding. We also identify a
new ligand-mediated hydrogen-bonding network that stabilizes
the active, ligand-bound conformation of WT-ER LBD, and
similarly stabilizes the active conformation of the ER mutants in
the hormone-free state.

Implications: Our investigations provide deep insight into the
energetic basis for the structural mechanisms of receptor activation
through mutation, exemplified here with ER in endocrine-resistant
metastatic breast cancers, with potential application to other dys-
regulated receptor signaling due to driver mutations.

Introduction
The increasing number of mutated proteins found from deep DNA

sequencing of primary and metastatic tumors (1–3) has presented the
cancer field with a number of distinct challenges. Although bioinfor-
matics methods can often distinguish obvious driver mutations from
variants of uncertain significance, deciphering the underlying molec-

ular mechanisms whereby mutations alter function requires compu-
tationally enabled structural, dynamic, and energetic analyses of the
affected proteins (4–7). Here, we have applied molecular dynamics
(MD) simulations to define the energetic basis for ligand-independent
activation of estrogen receptor alpha (ERa) through specificmutations
frequently found in recurrent, metastatic breast cancers.

Approximately 70% of breast cancers are classified as ERþ, and
many of these respond to endocrine therapies that block the
biosynthesis of endogenous estrogens (i.e., aromatase inhibitors,
AIs), or directly/competitively antagonize ER function (i.e., selec-
tive ER modulators, SERMs, or downregulators/degraders, SERDs;
ref. 8). After several years, however, therapy resistance often
presents as progressive metastatic disease that no longer responds
to these therapies. DNA sequencing of such endocrine therapy-
resistant tumors has identified point mutations in the ERa ligand-
binding domain (LBD) that convey ligand-independent activity and
reduced responsiveness to ER antagonists (9). Y537S and D538G,
the most prominent mutations, appear in >30% of endocrine
therapy-resistant tumor samples (10, 11), and the mean survival
time for patients bearing either mutant is less than those having
tumors with wild-type (WT) ERa (10).

ERa Y537S and D538G mutants have pronounced constitutive
activity, resulting from structural changes that stabilize the active
conformation of the receptor even in the absence of a bound ago-
nist (9, 12, 13). The clustering of several mutations within the loop
connectingHelix 11 (H11) toHelix 12 (H12) in the LBD suggested that
this loop might provide an energetic barrier controlling the H12
conformational switch that regulates coactivator binding to the recep-
tor and initiates transcriptional cascades. These early studies proposed
that differential interactions introduced by specific point mutations
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were somehow stabilizing the H11-H12 loop or allowing four conse-
cutive hydrophobic residues (533–536, Val-Val-Pro-Leu) to repack
against the LBD (9, 12).What has remained unclear, however, were the
molecular mechanisms and in particular the underlying energetic
perturbations by which such sequence changes give rise to robust
transcriptional activity in a ligand-independent manner (14).

Herein, we report extensive use of long-timescale (ms-scale) MD
simulations and sophisticated free energy methods to identify and
quantitatively characterize specific interactions in a conformational
switch by which the Y537S and D538G mutations give rise to ligand-
independent receptor activity. Using these data, we developed a
“spring-loading” model to account for critical attributes underlying
receptor activation, both in the presence of ligand or alternatively in
the absence of ligand but the presence of either of these two prevalent
mutations. Our computationally generated model is supported exper-
imentally using a set of single and double mutations to study receptor
activity in cells and ligand-binding/unbinding kinetics. The simula-
tion-based methods we apply here to understand critical interactions
that differentiate WT from mutant forms of the key transcription
factor ERa are potentially useful for analyzing other regulatory
proteins that are mutated to an active state in cancer.

Materials and Methods
Molecular modeling and system preparation

To characterize the effect of mutation on receptor dynamics,
atomic-detailed molecular models were constructed from a high-
resolution (2.8 Å) x-ray crystal structure of ERa bound to estradiol
(E2; PDB code 1GWR; ref. 15) as previously described (12). Using this
protocol, molecular systems were setup for apo-ERa-Y537S and apo-
ERa-D538G by removing the E2 ligand and introducing the specified
mutation in silico. To facilitate comparisons with WT protein struc-
tures, a positive control system, ERa-WT bound to E2 (WT-E2), and a
negative control system, apo-ERa (apo-WT), were also prepared. Free
energy calculations using the bias-exchange umbrella sampling
(BEUS) method (16, 17) require simulating each system across mul-
tiple replicas (windows), and are therefore computationally expensive
for moderate to large system sizes. To reduce computational costs, a
second set of systems were constructed in the same manner as
described above, but for a singlemonomer of the ER complex, reducing
system sizes from approximately 100k (dimer) to approximately 35k
(monomer) after adding explicit water and ions. Any perturbations to
the dimer interface occur far from the ligand-binding pocket and the
H11–12 loop, and therefore, should not alter the dynamics directly
associated with the free energy pathway under investigation.

Equilibrium MD simulations
Simulations on the timescales of 200 ns were performed using the

NAMD2 simulation package (18, 19). Dynamics of the protein,
solvent, and ions were described using the CHARMM36 (20–22)
molecular force field, which included CMAP backbone corrections
and updated NBFIX terms for protein–ion interactions. The TIP3P
water model (23) was used for explicit solvent molecules. Ligand
parameters describing the ligand (E2) were taken by analogy from the
CHARMM General Force Field (24) as assigned by the ParamChem
web server (25, 26). Further attempts to refine the ligand parameters
using the Force Field Toolkit (27) did not yield significant improve-
ment when comparingmolecularmechanics-computed quantities and
the quantum mechanical target data.

The detailed simulation setup was applied as follows: Equilibrium
simulations were performed using an NPT ensemble at 1.0 atm and

310 K. Temperature and pressure were controlled by a Nos�e-Hoover
thermostat (28) and a Langevin piston (ref. 29; period¼ 100 fs, decay
¼ 50 fs, damping coefficient ¼ 0.5 ps–1), respectively. A Verlet
integrator was used to compute atomic positions with a 2-fs timestep,
and positions were recorded every 500 steps (1 ps). Periodic boundary
conditions were used where non-bonded interactions were truncated
using a switching function from 10.0 to 12.0 Å, and long-range
electrostatics were computed via the particle mesh Ewald (PME)
method (30). Bonded and non-bonded forces were computed at every
timestep whereas PME forces were computed at every other timestep.

Pre-production simulations were first performed to equilibrate
portions of the molecular system that were modeled during structure
preparation, for example, missing loops �2 residues, added solvent
molecules and ions, and mutated residues �2 residues, where appli-
cable. During this phase, all other heavy atoms were restrained using a
harmonic potential (k ¼ 1.0 kcal/mol/Å2). An energy minimization
routine (10,000 steps, steepest descent algorithm) was used to resolve
any high-energy contacts, followed by 1 ns of MD. The resulting
coordinates and velocities were used as input for subsequent produc-
tion simulations (200 ns) performed in triplicate.

To reach microsecond simulation timescales, a single snapshot was
taken for each system at t ¼ 100 ns from one of the production
simulations described above (replicate 1 for WT-E2, apo-Y537S, apo-
D538G, and replicate 2 for apo-WT) and converted to run using the
DESMOND simulation program (31) on the special purpose Anton
supercomputer (32). Because of the burden of storing a high trajectory
frame rate for microsecond simulations, the coordinates were saved
less frequently: Every 12 ps for 1 ms of simulation.

Trajectory analysis
The conformation of residue 537 was visualized by tracking the

position of the side-chain hydroxyl as either the phenol of tyrosine
(WT) or alcohol of serine (Y537S mutant) at 200-ps intervals over the
replicate 200-ns simulation trajectories (3,000 positions) and projected
onto protein structure observed in the final frame of the last replicate
simulation. The specific hydrogen-bonding contacts of residue 537
were further quantified by measuring the distance between the alcohol
oxygen of Y/S537 and the side-chain heteroatoms of known interact-
ing residues, Asn348 and Asp351, reporting the shortest of the two
measured distances for each interaction (2monomers� 3 replicates�
20,000 frames/simulation ¼ 120,000 data points). A histogram of
the observed distances was then constructed by sorting data points
into bins of 0.5 Å width, reporting the aggregated frequency of each
bin observed for both monomers in all three 200-ns simulation
trajectories.

The conformational dynamics of residue Leu536, and the interplay
with preceding hydrophobic residues 533–535 (Val-Val-Pro), were
characterized by computing the solvent accessible surface area (SASA)
in VMD (ref. 33; “measure sasa”) of the side-chain atoms for all
replicates of the 200-ns and the long-timescale (microsecond) simu-
lation trajectories. The data were smoothed using aGaussian-weighted
running average (s ¼ 5) and visualized as time series.

Visual inspection of the long-timescale (microsecond) simulation
for the WT-E2 system revealed a ligand-mediated hydrogen-bonding
network initiated by interaction of theD-ring hydroxyl of the E2 ligand
with His524:Nd. Because of all other systems lacked a bound ligand,
only the subsequent interactions of the network were characterized.
The interaction of His524:Ne with the carbonyl of Glu419 was
quantified by measuring the heteroatom–heteroatom distance over
the course of the simulation, followed by smoothing using a Gaussian-
weighted running average (s ¼ 5). The terminal interaction of the
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network—a salt bridge formed between the side chains of Glu419 and
Lys531—was assessed using the Hydrogen Bonds plugin of VMDwith
a 3.0 Å donor–acceptor distance threshold and 30� angle cutoff
(Donor–Acceptor-H, equivalent to a Donor-H–Acceptor angle of
150�) to digitize the presence or absence of this interaction while
taking both distance and geometric constraints into account.

BEUS-free energy calculation
Free energy calculations using the BEUS method (16, 17, 34) were

performed to quantitate the energetics associated with rotating residue
Leu536, located within the H11–12 loop region, from solvent exposed
to a buried position. Simulations were performed in NAMD2 (18, 19)
using a combination of the Colvars (35) and Replica Exchange
modules. The reaction coordinate was defined using the Coordination
Number collective variable (colvar, x) for which the Leu536 side-chain
heavy atoms formed one group, whereas all other heavy atoms in the
protein formed the second group. Appropriate coverage of the reaction
coordinate space was determined by first reanalyzing the 1-ms equi-
librium simulations, which captured the Leu536 conformational states
visited under equilibrium, providing a range of the relevant colvar
values (16 < x < 42). Short pilot simulations applying harmonic biases
to the colvar were then performed to probe the ends of this range to
ensure that the energy profile extends beyond the local minima
representing the “exposed” and “buried” side-chain conformational
states, yielding a broadened colvar range of 6 < x <53.

Starting from the structures obtained after pre-production simula-
tions, 1-ns biased simulations were performed using a moving har-
monic potential applied to the x colvar (k¼ 0.5 kcal/mol), driving the
Leu536 side chain through the entirety of the extended colvar range.
Conformations from these short, driven simulations were binned on
the basis of x, fromwhich snapshots were randomly selected to seed the
umbrella sampling windows (23 windows; width ¼ 2; centers evenly
distributed from x ¼ 7 to 51). Driven simulations for the WT-E2
system did not capture any conformations for the lowest bin (i.e., 6 < x
<8); accordingly, the range was shifted by one window width for this
system (i.e., centers evenly distributed from x ¼ 9 to 53), whereas all
other parameters remained consistent across all four systems. The
snapshot assigned to each window was then equilibrated for 4 ns while
applying a harmonic restraint (k ¼ 0.5 kcal/mol) to keep x near the
window center. Short simulations were performed to tune the force
constant associated with the harmonic potential applied to each
window until the exchange probability between adjacent windows
reached 20%–40%. For all windows and all systems, it was determined
that a force constant of k¼ 0.09 kcal/mol was sufficient to achieve the
desired exchange probability. Production simulations were performed
in 20-ns blocks until the resulting free energy profile no longer changed
with additional sampling (total of 100 ns/window). The last 60 ns of
simulation were used to compute the free energy profiles by sorting
the simulation trajectories and applying the Generalized Weighted
Histogram Analysis Method (GWHAM; refs. 36–38) with Bayesian
bootstrapping (ref. 39; 4 blocks, 100 iterations) to yield an average
relative free energy and standard deviation for each window.

Binding and unbinding kinetics of single and double mutants
The tetrahydrochrysene (THC) was synthesized in our laboratory

as previously reported (40). It binds to ERa with an affinity of
68% � 4% compared with E2 set to 100%. This is equivalent to a
Kd of 0.29 nmol/L. The His-6–tagged ERa-LBDs, amino acids
304–554, were expressed from pET-15b vectors in BL21(DE3)pLysS
E. coli and purified as described previously (41). Mutations were
introduced by site-directed mutagenesis. The kinetic experiments

were with 3 nmol/L ER and 30 nmol/L THC. The data were
collected using a constant wavelength analysis with excitation at
370 nm and emission at 570 nm, with 5-mm slits. The association
kinetics were followed in real time, taking time points every
15 seconds for 120 seconds and then every 60 seconds for a total
of 14 minutes. For the dissociation experiments, 1,500 nmol/L
(50�) unlabeled E2 was added (dilution effect 0.2%), and the
kinetics were followed with time points every 5 minutes for 60
minutes, in a Spex FluoroMax-3 (Jobin Yvon Horiba) fluorometer.
The data were transformed and plotted with GraphPad Prism 4.

Activity of ER single and double mutants in breast cancer cells
by luciferase assay

MCF7 cells were seeded into 24-well plates at a density of 0.15 �
106 cells per well in an estrogen-deprived medium a day before
transfection. Each well of cells was then transfected with 0.125 mg of
either WT or mutant ER, 0.315 mg of 3xERE-Firefly luciferase and
0.06 mg of pRL-TK (Renilla) using Xtremegene HP transfection
reagent (Roche) according to the manufacturer’s instructions.
The luciferase activity of the cells was then determined 48 hours
post-transfection using the Dual-Luciferase Reporter Assay System
(Promega) according to the manufacturer’s instructions. Luciferase
bioluminescence measurements were performed with the Veritas
Microplate Luminometer (Promega). All experiments were conducted
in triplicate and the Firefly luciferase activity was normalized with the
Renilla luciferase activity of each sample.

Results
Specific point mutations change the dynamics of known
hydrogen-bonding contacts for residue 537 in theH11–12 loopof
ERa

The availability of multiple high-resolution x-ray crystal structures
for ligand-bound WT and both Y537S and D538G receptors has
highlighted the consistent formation of hydrogen bonds between
Tyr537 and Asn348, or for the case of the Y537S mutation, Ser537
and Asp351 (9, 12). There are no published structures ofWT ER in the
apo state, and thus, changes in residue interactions upon ligand
binding remain unknown. The full ensemble of side-chain conforma-
tions, the stability of these interactions, and the important conse-
quences of removing the ligand all remain open questions. To address
this, MD simulations were performed in the presence and absence of
estradiol (E2) ligand in the WT sequence (WT-E2 or apo-WT) or in
the absence of ligand with point mutations (apo-Y537S, apo-D538G).
Extensive sampling of receptor conformations was achieved by com-
bining 200-ns simulations, performed in triplicate, and by combining
the data measured for each monomer in the dimeric simulation
system, yielding 1.2 ms of aggregate sampling for each of the four
molecular systems. These extended simulations yielded robust statis-
tics and enabled determination of accurate energy profiles for the
conformation of the critical residue at position 537 (vide infra).

The dynamic nature of residue 537, as a tyrosine or serine, is
revealed by tracking the position of the side-chain hydroxyl through-
out the simulation trajectory both through visual inspection (Fig. 1,
top) and by computing the frequency of distances observed between
the alcohol oxygen of the side chain and hydrogen-bonding partners,
Asn348 and Asp351 (Fig. 1, bottom). The phenolic side chain of
Tyr537 in the ligand-bound WT receptor (WT-E2, green) adopts two
different conformations: One forming a hydrogen bond to Asn348,
and a second directed into bulk solvent. Removal of the ligand (apo-
WT, red) appears to loosen the Tyr537–Asn348 interaction as
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additional clusters of side-chain conformations are observed, which
result in newminor populations in the interaction distance histogram.
However, the hydrogen-bonded cluster with Asn348 remains the
dominant conformation (light red frequency peak near 2.4 Å). Mutat-
ing residue 537 to serine (Y537S, blue) changes the hydrogen-
bonding partner from Asn348 to strongly favor interaction with
Asp351, as also indicated by a reversal in the frequency peaks [351
peak (dark blue) shifts to near 2.4 Å, whereas the 348 peak (light
blue) shifts to >4 Å], compared with the patterns observed for the
WT sequence both with and without ligand. These data recapitulate
the wholesale shift in hydrogen-bonding partner from Asn348 to
Asp351 observed in all high-resolution x-ray crystal structures with
the Y537S mutation. Finally, mutating residue 538 from aspartic
acid to glycine (D538G, purple), a known “helix breaker,” perturbs
the structure near the beginning of H12, as observed from the
twisted ribbon in the final structure from simulation. Compared
with the other molecular systems, the frequency peak heights for
hydrogen bonding to Asn348 or Asp351 are significantly reduced,
indicating a reduced prominence of these interactions in stabilizing
receptor conformation for the D538G mutant, which is consistent
with published x-ray crystal structures (12).

Thepositioning of leucine 536 is an indicator of strain in the loop
between H11 and H12

The strong dependence of WT ER on ligand binding to adopt an
active conformation suggests that an energy barrier is associated
with the positioning of H12 over the ligand-binding pocket.
We hypothesized that the short H11–12 loop, consisting of con-
secutive hydrophobic residues (Val-Val-Leu-Pro), was a key fea-
ture based on side-chain packing (12); however, the specific role of
Leu536 in establishing an energy barrier foundational to the
conformational switch eluded our initial studies. In the absence
of this insight, one aspect of the x-ray crystal structure of ER (WT)
complexed to E2 and the steroid receptor coactivator peptide
(SRC2; ref. 15) remained unexplained: Leu536, located in the
middle of the H11–12 loop, is buried away from solvent in mono-
mer A but projects into bulk solvent in monomer B (15). The
exposure of this hydrophobic side chain to water was not the result
of crystal contacts with the neighboring unit cell and thus would
result in an energy penalty, an observation that ran counter to the
prevailing hypothesis that optimized side-chain packing of the
hydrophobic loop was responsible for stabilizing the active con-
formation of H12.

Figure 1.

Effect of ligand binding and mutation on hydrogen-bonding contacts. The dynamics of hydrogen-bonding partners Y/S537 (H12) with N348 and D351 (H3) were
evaluated from replicate 200-ns simulations of dimeric ERa complexes (1.2 ms aggregate sampling for each system). Top, the position of the Y/S537 side-chain
oxygen is shown every 200 ps (3,000 spheres; only monomer A is shown for clarity). Bottom, the shortest distance between side-chain heteroatoms of Y/S537(O)
and N348(O/N) or D351(O/O) were binned (width ¼ 0.5 Å) to yield frequency histograms of each interaction.

Table 1. Conformations of Leu536 observed in high-resolution x-ray crystal structures of ERa.

Individual Position of Leu536
Sequence # Structures Monomers Buried Exposed Unresolved

Wild-type 13 28 5 (17.9%) 23 (82.1%) 0 (0%)
Y537S 170 346 340 (98.3%) 3 (0.9%) 3 (0.9%)
D538G 2 4 4 (100%) 0 (0%) 0 (0%)
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To clarify the predominance of buried versus exposed positions,
and to establish which conformation is most representative,
all structures of agonist-conformation ERa deposited in the PDB
(n ¼ 185) were binned on the basis of sequence (i.e., WT, Y537S,
or D538G) and analyzed in terms of the conformation of key
residues (Table 1). The conformation of Leu536 observed in WT
structures was mixed, with approximately 18% in the buried
position and 82% solvent exposed. In striking contrast, Leu536
was overwhelmingly observed in the buried position for structures
containing either Y537S (>98%, n ¼ 170) or D538G (100%, n ¼ 2)
point mutations.

The strong correlation between the buried positioning of Leu536 in
the structures that bear activating mutations, in contrast with the
mixed conformational states observed for WT sequences, provides
compelling evidence that the activatingmutations introduce structural
changes that alter the H11–12 loop dynamics. Accordingly, the MD
simulation trajectories were analyzed to compute the SASA for each
replicate of the four ER variants simulated. Furthermore, the SASAwas
decomposed to individually assess Leu536 versus the preceding
hydrophobic residues (Val-Val-Pro) in each monomer (Fig. 2). The
resulting time series show that monomer A, for which Leu536 starts in
the buried conformation, remains stable for the complete duration of
the simulation with only one exception (apo-WT, replicate 3). The
conformations observed in monomer B, for which Leu536 starts in a
solvent-exposed conformation, are more dynamic. Only one of the
three replicates converged to the buried conformation in the apo-WT
system, whereas the other two maintain the solvent-exposed confor-
mation. Including the ligand (WT-E2) or introducing either of the
mutations (apo-Y537S or apo-D538G) appears to favor the Leu536-
buried conformation as 2/3 of the simulations converged to this
conformation.

Concerned that the apparent rigidity of the loop may exhibit
conformational transition times that exceeded the 200 ns afforded to
each replicate, we greatly extended the simulation timescale by
branching one of the replicates for each system (branched at 100 ns)
and extending the simulation for an additional 1 ms using the Anton
special-purpose supercomputer (32). For all systems, the buried
conformation of monomer A remained stable for the duration of the
simulation, and monomer B converged to the buried conformation
within 0.5 ms in all cases.

Computation of energy profiles for the buried versus solvent-
exposed transition for Leu536: Defining the “spring”-like
nature of theH11–12 loop inWTERand its perturbationby ligand
binding or mutation

The results above, highlighted in Table 1 and Fig. 2, provide a
qualitative picture for how ligand binding and/or the presence of
specific mutations alters H11–12 loop dynamics and illustrate the
consequences of these differences through the conformational pre-
ferences of Leu536. To directly and quantitatively assess the flexibility
of the H11–12 loop, we used the advanced free energy technique of the
BEUS method (16, 17, 34) with the GWHAM (36–38) to compute the
free energy profiles describing the transition pathway of Leu536
between the buried and solvent-exposed conformations and how the
energy profile is impacted by ligand binding or activating mutations.

The free energy profile describing the Leu536 transition was com-
puted for each system (apo-WT,WT-E2, apo-Y537S, apo-D538G) and
aligned to a common energy scale based on the global minimum
corresponding to the buried state (Fig. 3), highlighting distinct
differences in the transition pathways. Notably, the buried conforma-
tion of Leu536 is substantially lower in energy than the solvent-
exposed conformation by 2.00–2.75 kcal/mol, for the WT-E2, apo-

Figure 2.

Solvent exposure of consecutive hydrophobic residues in the H11–12 loop. The solvent accessible surface area (SASA) was measured for residues 533–535 (Val, Val,
Pro, dark coloring) and for 536 (Leu, light coloring), separately, in replicate 200-ns (left 2) and in single 1-ms (right 2) equilibrium simulations.
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WT, and apo-Y573S systems. When comparing the apo-WT (red) to
the ligand-bound receptor (WT-E2, green), ligand binding raises the
transition state energy by approximately 1 kcal/mol in addition to
raising the energy of the solvent-exposed state by approximately
0.5 kcal/mol, suggesting that ligand binding acts to tighten the receptor
by burying Leu536. The profile of the apo-Y537S (blue) system closely
resembles the ligand-bound profile, despite lacking bound ligand.
The profile for the apo-D538G system (purple), in contrast, is pro-
foundly different: The energy of the transition state is reduced by half
(1.5 kcal/mol) compared with the apo-WT system, and the energy of
the solvent-exposed state is approximately equivalent to that of the
buried state. The clear differences in the effects of mutation, as
demonstrated by these free energy profiles, suggest that they stabilize
the agonist conformation of the receptor by different molecular
mechanisms.

Identifying and characterizing an extended hydrogen-bonding
network that serves to overcome the spring-tension of the H11–
12 loop and “locks” the active conformation of the receptor

Specific interactionsmediating the high affinity of E2 for the ligand-
binding pocket are known from structure-activity relationships (42)
and more recently, structural biology (43, 44). The extensive sampling
accrued during the microsecond-timescale simulations performed
here afforded an excellent opportunity to search beyond the obvious
ligand-contacting residues for additional ligand-mediated conforma-
tional effects, with potential impact on protein–protein interactions
that may also be influenced by the activating mutations under inves-
tigation. Through careful analysis of the simulation trajectories,
tracing out from direct ligand–receptor interactions, we identified an
extended hydrogen-bonding network (Fig. 4), which is ligand-
initiated and crisscrosses helices critical to establish the active con-
formation of the receptor. The D-ring hydroxyl group of E2 forms a
highly stable interaction with His524, orienting the proton-bearing
e-nitrogen within hydrogen-bonding distance of the Glu419 backbone
carbonyl (Fig. 4A), located in a short turn between H7 and H8 that
forms a portion of the ligand-binding pocket (alongwithH3 andH11).
Furthermore, the side chain of Glu419 was observed to form a salt
bridge with Lys531, located at the C-terminal end of H11, just before
the beginning of the H11–12 loop. Because all other systems were

simulated in the apo state, only the last two elements of this interaction
network were quantified for simulation trajectories. The His524–
Glu419 interaction was monitored as the distance between the Ne
hydrogen-bond donor and theGlu419 carbonyl oxygen as the acceptor
(Fig. 4B). The terminal Glu419–Lys531 salt bridge, however, is a
slightly more complicated interaction due to the two oxygen of the
glutamic acid for which both the distance and proper geometry
required for a strong hydrogen bond need to be accounted for. The
presence or absence of this salt bridge was digitized using a hydrogen-
bonding distance threshold of 3.0 Å and donor-H–acceptor angle
150� < q ≤ 180� (Fig. 4C).

The presence of the ligand proved critical to stabilizing the His524
conformation required to propagate the interaction network, as the
His524–Glu419 interaction was only observed for the WT-E2 system.
In the apo-WT system, the terminal salt-bridge interaction between
Glu419 and Lys531 was never formed with any prolonged stability in
monomerA, andwas rapidly disrupted inmonomer B (Fig. 4C). It is of
note that termination of the initially stable salt bridge in monomer B
correlated with the conformational shift of the Val-Val-Pro loop from
buried to solvent-exposed (compare loop shift with solvent-exposed
for monomer B at t ¼ 200 ns in Fig. 2, Long-Timescale Simulations,
with the disruption of the salt bridge in Fig. 4C). In distinct contrast
with WT ER, the two mutants were capable of establishing stable
Glu419–Lys531 salt-bridge interactions throughout the simulation
despite the absence of ligand and without the His524–Glu419 inter-
action needed to prime the Glu419–Lys531 interaction in WT-E2.

The above observations suggest that the activating mutations
change the dynamics of receptor in such a way that Lys531 is capable
of adopting a conformation that retains the interaction with Glu419,
bypassing the ligand-mediated interactions through His524 that are
needed to initiate the activation network inWT receptor. The location
of the salt bridge, spanning two helices that form one end of the ligand-
binding pocket in a suture-likemanner, suggests that itmight influence
the dynamics of ligand interaction with the LBD by functioning as a
“lock” on the closed-pocket conformation, effectively acting as a gate
regulating ligand access or egress. Also, because the stability of the
Glu419–Lys531 salt bridge requires ligand binding in WT ER but not
in the Y537S and D538G mutants, it may be more important in
supporting ligand binding and the active state of WT ER than the two
activating mutants. On the basis of the hypotheses suggested by this
model, we investigated the effects of mutations disrupting the salt
bridge experimentally, both as single mutants inWT ER and as double
mutants paired with the Y537S or D538G-activating mutations, with
the aim of probing the importance of the terminal salt bridge in
regulating ligand-binding kinetics and establishing the ligand-
independent activity of the two activating ER mutants (vide infra).

The transcriptional activity of constitutively active mutant ERs
relies on formation of the glu419–lys531 salt bridge

To investigate the importance of the Glu419–Lys531 salt bridge for
ER activity in a cellular context, we assayed ER transcriptional
activation in hormone-dependent MCF7 breast cancer cells in which
we disrupted the salt bridge bymutation (Fig. 5A). As expected, Y537S
and D538G mutants alone have estrogen-independent activity 4–5x
greater thanWTER (13). Abrogation of theGlu419–Lys531 salt bridge
by mutating either residue to alanine in cis markedly reduced the
transcriptional signal from the Y537S and D538G mutant ERs, with
E419A diminishing their activity to nearly that of WT ER and K531A
also having a marked effect. These results are consistent with the
Glu419–Lys531 salt bridge providing substantial stabilization of the
active form of the ER LBD that underlies the constitutive activity of the

Figure 3.

Free energy profile of Leu536 conformational change. The average relative free
energy and associated error were computed for conformations of Leu536
rotating from a solvent-exposed conformation (low coordination number) to
a buried conformation (high coordination number).
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unliganded Y537S and D538G mutant ERs, but having essentially no
effect on WT ER basal activity in which it does not form.

Differential effects of the Glu419–Lys531 salt bridge on ligand
association rates highlights an open, disordered conformation
of apo-WT ER versus closed, active conformations of apo-
Y537S and D538G ERs.

To measure the coupling between the Glu419–Lys531 salt
bridge and the kinetics of ligand binding, we used our inherently
solvatochromic fluorescent ligand, THC-ketone (THC), with which
one can follow ER–ligand interaction spectroscopically in real time
(40, 45). The rate constants for THC association with and disso-
ciation from the LBD (amino acids 304–554) of WT, Y537S or
D538G ERs are shown in Fig. 5B, both in the presence of the salt
bridge (gray bars) or when the salt bridge is obviated by the E419A
mutation (stippled bars), the change that had the greatest effect on
ER activity (Fig. 5A).

The different mutations have pronounced effects on ligand asso-
ciation rates, with changes being related to the constitutive activity of
the ER: Without the E419A mutation (gray bars), Y537S and D538G
ERs have 4- to 6-fold slower association rates thanWT ER, suggesting
that the Glu419–Lys531 lock, which in the apo state is prominent only
in the two mutant ERs, serves as a gate blocking ligand access.
Elimination of the salt bridge through E419A mutation has a much
greater effect on the ligand association of the two mutant forms (23x
and 8.6x for Y537S and D538G, respectively) than theWT (2.5x), with
changes essentially eliminating the marked differences in ligand
association rates between the WT and activated mutant forms (stip-
pled bars). The effect of the salt-bridge lock on ligand dissociation rates
of all three forms of ER (WT, Y537S, or D538G) is less pronounced.
Because with ligand bound, the lock is present in all three ER variants,

eliminating the salt bridge has a small (2–3-fold) and quite uniform
effect on all three ERs.

These findings suggest that the Glu419–Lys531 salt-bridge lock
stabilizes a closed, active state of the LBD in WT ER only with bound
ligand, but in the Y537S and D538G mutants without needing bound
ligand. Notably, in WT ER, ligand binding to the more open ligand-
binding pocket is rapid and unimpeded, whereas in apo-ER Y537S and
D538G the ligand-binding pocket is closed to the active state that is
enforced by formation of the Glu419–Lys531 salt bridge; whereas this
conformation supports constitutive activity, it also makes it more
difficult for the ligand to bind. Eliminating formation of the salt bridge
by the E419A mutation abrogates the difference between the activated
mutant ERs and WT ER.

Discussion
In this study, we have used an extensive set of MD simulations

and free energy calculations to describe a critical network of
interactions in the LBD of ERa that constitutes a conformational
switch coupling various structural signals to activation of the
receptor. This activation of ER requires folding of H12 in the LBD
over the ligand-binding pocket, creating the surface to which
coactivators subsequently bind. In WT-ER, the H11–12 loop has
a spring-like character that resists this bending and requires sta-
bilization from agonist ligand binding to attain the active confor-
mation; this characteristic of being off without ligand and on with
ligand is a fundamental necessity for a ligand-regulated protein (9).
By contrast, the two activating ERa mutants can reach the active
conformation in the absence of ligand binding: They alter the nature
of the H11–12 loop through additional stabilizing interactions, such
as by an optimal “latching” hydrogen bond in the case of the Y537S

Figure 4.

Ligand-mediated hydrogen-bonding network correlates to receptor activity. The stability of key interactions forming a ligand-mediated hydrogen-bond network
was quantified from microsecond simulations. A, The network is initiated by the 17b-hydroxyl group of E2 and proceeds through His524:Ne hydrogen bond to the
carbonyl of Glu419, terminating with a salt bridge formed between Lys531 and Glu419. B, The His524–Glu419 interaction was monitored by measuring the distance
between His524:Ne (donor) and Glu419 carbonyl oxygen (acceptor), whereas (C) the presence of the terminal salt bridge betweenGlu419 and Lys531 wasmonitored
by digitizing the signal based on geometric constraints.
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mutation or by release of backbone strain in the H11–12 loop due to
the conformationally “relaxing” D538G mutation. A newly recog-
nized, suturing hydrogen-bonding Glu419–Lys531 salt-bridge net-
work also serves as a “lock” that stabilizes the active conformation,
operating in the absence of agonist ligand with either activating
mutation but requiring ligand binding with WT-ER. We have also
verified the effect of these mutations and interactions experimen-
tally. Our use of extended MD simulations to reveal key structural
and energetic aspects of constitutively active ER mutant forms and

also of unliganded WT ER (for which a crystal structure is not
available) could also prove useful in studying the functional nature
of aberrant receptor signaling due to mutations in other ligand-
regulated proteins.

The Y537S- and D538G-activating mutations use distinct
mechanisms to overcome the spring-like nature of H11–12 and
access the active conformation without bound ligand

Although both mutations give rise to ligand-independent re-
ceptor activity, each mutation operates by a different mechanism
(Fig. 6). Mutating Tyr537 to serine changes the hydrogen-bonding
partner on H3 from Asn348 to Asp351, with the latter interaction
adopting an optimized geometry to yield a more stable hydrogen
bond. In the spring-loading model, the optimized hydrogen bond
acts as a “latch,” fastening H12 in the active conformation. Mutating
Asp538 to glycine, by contrast, changes the backbone torsional
profiles of the H11–12 loop to allow for optimal packing of four
sequential hydrophobic residues (Val-Val-Pro-Leu). Functionally,
this lengthens the spring to “relax” loop strain and lowers the energy
associated with the conformational switch of H12. Via these two
mechanisms, the activating mutations allow the unliganded recep-
tor to adopt and maintain receptor conformations quantitatively
similar to liganded WT ER (Supplementary Fig. S1). The energetic
basis for both of these activating mutations was quantitated by the
substantial change in the free energy profile of Leu536 rotation
between buried and exposed positions. The distinct—latching ver-
sus relaxing—mechanisms by which the two mutations overcome
the strain of the H11–12 loop in WT ER reflect differences found in
both the level of constitutive activity and the effectiveness of anti-
estrogens in suppressing cell and tumor growth driven by Y537S
versus D538G ERs (13, 46, 47).

Elucidating the specific details of each mutation observed to drive
ligand-independent activation of ER within the context of the spring-
loading model also provides a framework to understand additional
mutations that have arisen since our first investigations (9, 48). At
position Tyr537, additional mutations (Asn, Asp, Cys) giving rise to
ligand-independent activity have been reported (9), all of which
potentially change the hydrogen bonding preferences similar to that
observed for the serinemutant (Y537S) described herein. Althoughnot
explicitly discussed above, Leu536 occupies the fourth position of the
hydrophobic sequence in theH11–12 loop and its presence is critical to
providing the loop strain associated with the fidelity of the on–off
conformational switching. Point mutations to Arg, His, Asn, or Pro at
this position have been observed inmetastatic breast cancers and show
ligand-independent activity, likely due to reduced loop strain by
converting a hydrophobic residue to charged or polar—whereby the
side chain adopts a less strained, solvent-exposed position—or by the
different backbone preference of the cyclic proline residue.

A hydrogen-bonding network that is ligand-dependent in WT
ER but intrinsic in the mutants, locks a fully closed form of the
ligand-binding pocket and functions as a gateway for ligand
transit

Our extended simulation dataset combined with advanced free
energy techniques allowed us to characterize the dynamics of several
structural elements that were well correlated with receptor activity.We
identified an extended hydrogen-bonding network initialized in WT
ER through a ligand interaction with His524, propagating through
Glu419, and terminating with Lys531. This newly recognized network
crisscrosses between elements of the helix bundle that form the base of
the ligand-binding pocket (Helices 7, 8, 11), holding them together like

Figure 5.

Ligand-binding kinetics and cellular activity of the ER. A, MCF-7 cells were
transfected with plasmids for control, WT ERa and the eight indicated mutant
ERs, as well as an ER-responsive luciferase plasmid, and constitutive transcrip-
tional activity wasmonitored in the absence of added estrogen. The � indicates a
significance of <0.05 and �� a significance <0.01. B, Ligand association and
dissociation rates of the LBDs of WT, Y537S, and D538G ERa were monitored
under pseudo first-order conditions using the fluorescent ligand, THC-ketone.
Rate constants are shown in the presence of the Glu419–Lys531 salt bridge (gray
bars) and in its absence due to the additional E419A (stippled bars). The fold
increase in ligand association rate from removal of the salt bridge is indicated by
the number above the bars for each receptor.
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a suture that “locks” the pocket shut. Although the Glu419–Lys531 salt
bridge was not observed inWT ER in the absence of ligand, the Y537S
or D538G mutations alter receptor dynamics sufficiently to maintain
the terminal interaction of the Glu419–Lys531 hydrogen-bonding
network without requiring the presence of ligand, thereby bypassing
the initiating His524–E419 ligand-binding interactions required for
WT ER activation.

The Glu419–Lys531 salt bridge affects both ER activity and ligand-
binding kinetics, which we have probed by disrupting it by mutation.
Changing either salt-bridge partner to alanine markedly reduced the
constitutive activity of theY537S andD538Gmutant ERs, but had little
effect on WT ER. We found that the activating mutant ER LBDs have
markedly slower rates of ligand association than WT ER, confirming
that even in the absence of ligand, the two activating mutations
stabilize an active form of the LBD with H12 folded to cover and
seal an empty ligand-binding pocket, whereas the pocket is open
and more accessible in apo WT ER. Consequently, the E419A
mutation, which disrupts the locking salt bridge, greatly accelerates
ligand association for the Y537S and D538G mutant ER but has
little effect on WT ER.

The H11–12 spring force keeping WT-ER LBD off in the absence
of ligand gives it the “fly-casting” characteristics of intrinsically
disordered domains and results in a pronounced ligand-
dependent on–off character

In ourmodel for receptor activation, the shortH11–12 loop acts as a
spring that presents an energetic barrier for the H12 conformational
switch from an inactive to an active state in the absence of ligand. The
LBDof apo-WTERadopts an inactive conformation that appears to be
intrinsically disordered (41, 45). This has been an obstacle to obtaining
crystal structures of this unliganded domain, and in cells, apo-WT ER
is known to be bound by HSPs (1). Ligand binding drives a confor-
mational change that releases the HSPs, resulting in the recruitment of
coactivator proteins and initiation of the transcriptional cascade
driving expression of ER-responsive genes (49, 50). The intrinsic
disorder of WT-ER LBD is found in many binding proteins (51), and
it conveys an open-like character that enables them to search for,
recognize, and bind cognate ligands rapidly and efficiently through a
so-called “fly-casting” mechanism (52, 53).

The activation of WT ER by ligand binding requires that the
opposing spring force of the H11–12 loop be overcome as H12

Figure 6.

The “Spring-Loading” Model consolidating the effects of ligand binding and the activating mutations in ER. In WT receptor, a ligand-mediated hydrogen-bonding
network forms, crisscrossingH7, H8, andH11, and terminatingwith a salt bridge formedacross thebaseof the ligand-bindingpocket. In the absence of ligand, His524 is
no longer ordered, and the remainder of the network fails to form. Introduction of either the Y537S or D538Gmutations, however, overcomes the strain energy of the
H11–12 loop to allow the terminal salt bridge to form in the absence of ligand. Specifically, the Y537Smutation yields an optimal hydrogen bond between H3 and H12,
operating as a “latch” holding H12 in the activated conformation. The D538G mutation, by contrast, induces a partial unwinding of H12, which serves to relax the
backbone strain energy of the spring-like loop.
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moves into the active conformation. The energy to overcome this
spring force is presumed to come both from new ligand–protein
interactions as well as favorable protein–protein contacts in pro-
tein–ligand complex, which is now sufficiently ordered such that
crystal structures can be obtained. The equilibrium between the
disordered off-state dominating the apo-WT ER and more ordered
state of liganded WT-ER determines the magnitude of the on–off
signaling.

Combining our spring-loading model for ligand signaling with
the fly-casting model of ligand-induced receptor folding provides a
direct mechanism whereby subtle changes to receptor structure
that mimic ligand-binding events can erode the fidelity of the on–
off switch in ER and give rise to ligand-independent activation, as
observed for the Y537S and D538G mutations found in metastatic
breast cancers. They also highlight the Glu419–Lys531 salt bridge
as one of the protein–protein stabilizing interactions in the active
conformation. Very likely, there are other protein–protein inter-
actions of similar nature that could potentially stabilize the active
conformation of the ER LBD and result in ligand-independent
activity.

Marshalling the computational and analytic tools needed to
characterize the energy landscape of mutated proteins in
cancer

The analyses we have undertaken in this report have relied on
two critical—often limiting—factors in MD simulations: Long-
timescale simulations and strategic replica-based free energy cal-
culations. By using a computer with special facility for MD simula-
tions (Anton; refs. 32, 54), we are able to address a major practical
barrier, which is to sample enough in time to capture evidence of the
biophysical phenomena under observation. In our case, by sampling
up to one microsecond, we were finally able to see a convergence in
Leu536 positioning that we suspected from other x-ray crystal
structures but eluded us in the shorter, replicate runs. And, by
using sophisticated biasing methods with careful selection of reac-
tion coordinates, we are able to address a technical barrier in
achieving converged free energy calculations, to rigorously quantify
biophysical changes that are directly linked to structural changes
driving receptor activation. It is worth noting that, more recently,
the traditional limitations in computational resources are being
overcome by advances in GPU computing (55–62) and wider access
to new academic supercomputers (63, 64). Furthermore, replica-
based free energy methods, such as BEUS, while challenging to
perform, have become more accessible to non-mathematicians by
recent advances in best practices (34, 65, 66) and the availability of
several toolsets (35, 67–74). Hence, extended MD simulations and
energy landscape exploration should be easier to carry out in the
future by experts and non-experts alike.

Finally, by identifying a critical suturing network spanning H11
with the H7/8 turn that serves to lock the ER LBD in an active
conformation—without ligand in the ER mutants but requiring
ligand in WT ER—we have localized a portion of the LBD that
might be targeted through future design of inhibitors tailored more
specifically to inhibit these constitutively active ERa mutant forms.

Where good crystal structures are available for cancer regulatory
proteins in which mutations have important effects on activity, the
extended MD simulations enabling detailed energy landscape anal-
yses illustrated here might be applied fruitfully to reveal specific
interactions that are responsible for the phenotypic behavior of the
mutant protein.
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