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Abstract

Computational modeling has contributed to hippocampal research in a wide variety of ways and 

through a large diversity of approaches, reflecting the many advanced cognitive roles of this 

brain region. The intensively studied neuron type circuitry of the hippocampus is a particularly 

conducive substrate for spiking neural models. Here we present an online knowledge base 

of spiking neural network simulations of hippocampal functions. First, we overview theories 

involving the hippocampal formation in subjects such as spatial representation, learning, and 

memory. Then we describe an original literature mining process to organize published reports in 

various key aspects, including: (i) subject area (e.g., navigation, pattern completion, epilepsy); (ii) 

level of modeling detail (Hodgkin-Huxley, integrate-and-fire, etc.); and (iii) theoretical framework 

(attractor dynamics, oscillatory interference, self-organizing maps, and others). Moreover, every 

peer-reviewed publication is also annotated to indicate the specific neuron types represented in 

the network simulation, establishing a direct link with the Hippocampome.org portal. The web 

interface of the knowledge base enables dynamic content browsing and advanced searches, and 

consistently presents evidence supporting every annotation. Moreover, users are given access to 

several types of statistical reports about the collection, a selection of which is summarized in this 

paper. This open access resource thus provides an interactive platform to survey spiking neural 

network models of hippocampal functions, compare available computational methods, and foster 

ideas for suitable new directions of research.
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Introduction

The hippocampal formation serves many integral roles in mammalian cognition and has 

been the focus of a wide range of research. For instance, it has long been considered 

critical for associative learning (Palm, 2013) and declarative memory (Opitz, 2014). Spatial 

representation importantly depends on hippocampal processing with neurons such as place, 

grid, border, and head direction cells (HDC) (O’Keefe & Dostrovsky, 1971; Moser et al., 

2008; Giocomo et al., 2011). Early hypotheses on hippocampal involvement in pattern 

completion and separation (Marr, 1971) anticipated the participation of region cornu 

ammonis 3 (CA3) in recalling previously learned traces from partial inputs, and of the 

dentate gyrus (DG) in creating orthogonal representations of similar memories (Hummos et 

al., 2014).

The interplay between in vivo, in vitro, and in silico experimentation enables the 

exploration and refinement of theories that can be challenging to test in animals. In 

addition, modeling studies can help narrow down the set of potential problem solutions, 

thus facilitating future animal studies. For instance, integrating computational simulations 

with the in vitro investigation of epilepsy revealed a link between seizure induction and 

specific combinations of network topology and synaptic strengths (Netoff et al., 2004). As 

computational technologies continue to improve, neuroscience research could increasingly 

benefit from the incorporation of computational methods.

Much information exists about the hippocampal circuit, including neuron types and their 

connections, which can be valuable to include in computational models. A backbone of 

principal glutamatergic neurons interconnects the main areas of the hippocampal formation, 

including DG granule cells (GCs), CA3, CA2, CA1, and subiculum (Sub) pyramidal 

cells (PCs), and entorhinal cortex (EC) stellate cells (SC) and PCs (Bennett & Pereda, 

2006; Rowland et al., 2018). This excitatory loop is balanced by a great variety of local 

GABAergic interneurons through feedforward and feedback inhibition. Such an interplay 

is crucial to establish oscillatory rhythms including theta, gamma, and sharp wave ripples 

(SWR) (Buzsáki, 2002; Colgin & Moser, 2010). A major source of input to the hippocampus 

through the EC (Witter et al., 2000; Kesner & Rolls, 2015) originates in extrahippocampal 

projections from the postrhinal and perirhinal cortices (Burwell and Amaral, 1998).

This work provides a web-based interactive overview of spiking neural network models 

of the hippocampal region, highlighting major progress in the field as well as areas 

upon which future work can expand. The annotations of neuron types and hippocampal 

subregions represented in each model directly connects this resource to Hippocampome.org, 

a knowledge base supporting data-driven simulations with a focus on the rodent neuron­

type circuit of the hippocampus and entorhinal cortex (Wheeler et al., 2015; Hamilton 

et al., 2017; Sanchez-Aguilera et al., 2021). This free online resource currently contains 

over 28,000 pieces of knowledge about a wide range of neural properties, including 

electrophysiology, morphology, transcriptomics, and connectivity (Komendantov et al., 

2019; Moradi & Ascoli, 2020; Rees et al., 2016; Venkadesh, Komendantov, Wheeler, 
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Hamilton, & Ascoli, 2019; White et al., 2020; Tecuatl et al., 2021). The online resource 

described here is accessible at Hippocampome.org/cognome.

The remainder of this article is organized as the following. The next section surveys 

models and theories of hippocampal functions, operationally divided into spatial navigation, 

associative learning and long-term episodic memory, pattern separation/completion, and 

neurological disorders. The subsequent section describes the knowledge base tool including 

the graphical user interface, annotation results, and methodology. Lastly, we discuss the 

findings derived from this effort as well as future work and opportunities for the field.

Models and Theories of Hippocampal Functions

Spatial Navigation.

The involvement of the hippocampal formation in spatial representation and path finding 

requires several cell types. Grid cells map the subject’s location by firing at periodic 

positions across the spatial environment organized in a grid-like arrangement. Grid cells 

are most abundant in layer II of the medial entorhinal cortex (MEC), but also exist in other 

areas (Sargolini et al., 2006). Several factors have been theorized to influence grid cell 

operations. The primary population of excitatory neurons in MEC layer II, SCs, influence 

each other through intermediary connections of inhibitory neurons (Dhillon and Jones, 

2000). Continuous attractor networks (CANs) are a major class of models used to explain 

grid cell activities (Shipston-Sharman et al., 2016). One study that used supercomputing to 

simulate over 1.5 million synaptic connections (Solanka et al., 2015) found that moderate 

levels of neural noise may promote grid cell firing and location tracking activity called 

attractor bumps. The noise level is also theorized to enable a wide range of gamma rhythm 

frequencies without disrupting grid cell firing.

Place cells are neurons mainly located in CA1, CA2, and CA3 (Mankin et al., 2015) that 

associate sensory input, e.g., smell, taste, or vision, with physical locations. Some models 

have theorized feedforward connections between place-to-grid or grid-to-place cells as a 

means of communicating navigation awareness, e.g., through separate attractor networks 

(Agmon & Burak, 2020). Balancing excitatory and inhibitory signaling is also important for 

controlling spatial navigation. Simulation work suggested that intra- and extra-hippocampal 

inhibition may influence the maintenance of rate- and phase-coding in CA1 place cells 

(Cutsuridis & Hasselmo, 2012; Cutsuridis, 2017), as also corroborated by experiments with 

mice (Kaifosh et al., 2013). Another theory posited that feedback inhibition supports the 

coexistence of theta-nested gamma oscillations with attractor states that generate grid cell 

firing fields (Pastoll et al., 2013). The theory also specified that temporal codes influenced 

by theta-nested gamma oscillations are multiplexed in gamma oscillations with rate codes 

in firing fields. A computational model developed to test this theory used a layer of 68 

horizontal by 58 vertical excitatory cells and a layer of 34 horizontal by 30 vertical 

interneurons uniformly distributed on a twisted torus. The twisted torus shape has been 

theorized as a three-dimensional physical arrangement in which grid cells exist (Guanella 

et al., 2007). Both the simulations and optogenetic experiments with mice provided support 

for the theory. The same research lab also reviewed excitatory-inhibitory interaction-based 

continuous attractor network models of grid cells (Shipston-Sharman et al., 2016).

Sutton and Ascoli Page 3

Cogn Syst Res. Author manuscript; available in PMC 2022 December 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

https://Hippocampome.org/cognome


Models can vary in the number of cognitive dimensions they represent. Some models 

simulate recognition of two- or three-dimensional spatial environment (Nolan, 2018; Laptev 

& Burgess, 2019). Grid cell maps have been theorized to exist in modules that represent 

unique places but can contain different physical location scales (Edvardsen, 2019; Zeng 

et al., 2019). A computational simulation of higher-dimensional encoding in grid cells 

hypothesized that, while grid cell activity is inherently two-dimensional, animals can project 

an arbitrary number of N-dimensional variables into two-dimensional modules (Klukas et 

al., 2019).

Another major class of network-level navigation models are those that simulate the theory 

of oscillatory interference (OI). These models store spatially relevant information in the 

rhythmic activity resulting from the intersection between theta rhythms. OI has been 

theorized to include oscillatory activities controlled in part by velocity perception (Bush 

& Schmidt-Hieber, 2018). The phase of such a velocity-controlled oscillator (VCO) relative 

to a baseline theta oscillation tracks the displacement away from a preferred direction 

(Burgess & Burgess, 2014). Models combining CAN and OI have been developed to address 

criticisms of pure CAN or OI models (Bush & Burgess, 2014). For example, OI models have 

been criticized for relying on precisely timed oscillations, which contrasts with evidence 

of oscillations that are temporally stable and spatially defined in theta-phase precession 

(Dodson et al., 2011; Jeewajee et al., 2014). A critique of CAN grid cell models is that 

they typically do not account for theta modulation and phase precession (Bush & Schmidt­

Hieber, 2018). Theta phase precession is the occurrence of spiking by individual neurons 

in association with the phase of neural oscillations in surrounding cells (O’Keefe & Recce, 

1993). These neural oscillations, found for instance in CA1, are theorized to contribute 

important information for place cells (Kang & DeWeese, 2019).

Several other components have been included in spatial navigation models to increase 

biological authenticity. One such element is a diverse family of boundary or border cells, 

which fire at specific distances and directions from environmental boundaries (Bush et 

al., 2014; Bicanski & Burgess, 2020). Cells coding for boundaries have been identified 

in Sub, parasubiculum, and MEC (Barry et al., 2006; Savelli et al., 2008; Solstad et al., 

2008; Lever et al., 2009). Another component is path integration (or dead reckoning), which 

is the process of an animal updating the understanding of its position by monitoring its 

trajectory through space relative to a starting point (Fortin, 2008). Path integration leverages 

information internal to an animal’s body, in contrast to landmark navigation that uses 

external cues. Furthermore, speed cells located in the MEC correlate their firing rates with 

the running speed of an animal (Dannenberg et al., 2019). These cells have been included in 

models to assist with speed code information for path integration activities. Finally, HDC are 

hypothesized to help navigation by providing head orientation information.

Both forward and reverse activity replay during sleep or after rewards plays an essential 

role in the creation of many spatial (and non-spatial) memories (Schapiro et al., 2018). 

Hippocampal neurons fire asynchronously during memory encoding. During sleep or rest, in 

contrast, the firing occurs in synchronous bursts including SWR. In SWR, short periods of 

strongly enhanced activity (sharp-waves; ~50–100 ms) occur along with highly synchronous 

spiking (ripples; ~120–200 Hz) (Jahnke et al., 2015). During SWR, previously stored 
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memories are replayed with a quicker timescale (Vanderwolf, 1969; Buzsáki, 1986, 1989, 

2002, 2015; Wilson and McNaughton, 1994; Diekelmann and Born, 2010). A theory of 

the neural dynamics involved in spatial-temporal memory sequences includes one-shot 

learning, synfire chains, and global inhibition and disinhibition (Matheus Gauy et al., 

2018). In this theory, global inhibition ensures that the same sequence ensemble remains 

active regardless of the time an animal spends at a location. This is done by preventing 

a location state cognition change until disinhibition occurs. Corresponding simulations of 

spatial navigation with a virtual mouse explored the hypothesis that the neural network 

alternates between an asynchronous mode for memory encoding and a synchronous mode 

for memory replaying. The theory also includes a new functional cell type, sequence cells, 

which effectively store sequence information. The observation that acetylcholine (ACh) 

levels are significantly reduced in periods of quiescence (Kametani and Kawamura, 1990; 

Marrosu et al., 1995; Hasselmo, 1999) suggested that this neuromodulator may regulate the 

encoding and consolidation dynamics during exploration and quiescence (Hasselmo, 2006). 

The aforementioned theory of global inhibition and disinhibition incorporates lowering 

levels of ACh during reverse replays of memories. These reduced levels cause an increase 

in network excitability, in turn generating faster replay speed. Similar to replay, preplay, 

which predicts possible navigation paths, has been also modeled as influencing navigation 

decisions and theorized to involve hippocampal cells (Azizi et al., 2013).

A noteworthy part of the navigation process is simultaneous localization and mapping 

(SLAM). A computational model known as RatSLAM was used to test the theory that the 

representations of multiple possible positions compete with each other to create the correct 

understanding (Milford et al., 2004, 2010). Conjunctive grid cells in the dorsocaudal MEC 

were hypothesized to represents those positions. In this context, conjunctive refers to the 

joining of more than one neural function in a single cell, specifically, information about 

multiple potential positions. This model can potentially uncover how animals can navigate in 

perceptually ambiguous environments, e.g., poor visibility. Another computational model 

also inspired by hippocampal neurons aimed to help robots navigate under uncertain 

conditions including partial or total loss of visual input (Tang & Michmizos, 2018).

Associative Learning and Long-Term Episodic Memory.

Neural network analytics applied to brain imaging data supported the notion of the 

hippocampus as a mnemonic convergence zone associating distributed information into 

episodic memory (Backus et al., 2016). Moreover, networking of discrete associative 

memories would support learning of conceptual knowledge, meant as abstractions that 

capture the shared meaning of related representations (Kumaran et al., 2009). Alpha 

and theta rhythms have been theorized to serve complementary roles: during episodic 

memory processing, synchronization of hippocampal activity to theta mediates the binding 

of concepts, while desynchronization of neocortical activity with alpha waves identifies 

concepts as becoming active for additional processing (Parish et al., 2018). This theory and 

associated model predict that a phase shift forward in neural activity that is synchronizing 

with theta is an index of successful learning and is responsible for associative memory 

formation. While these three theories focused on humans, rodents serve as important 

models.
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An influential computational study explored the concept that associative memory encoding 

and retrieval are two functionally independent sub-cycles of theta rhythms (Hasselmo et 

al., 2002). Additional simulations expanded on that research by investigating the theory 

that those theta half-cycles rely on theta-modulated neural inhibition for their storage 

and retrieval actions (Cutsuridis et al., 2008, 2010; Cutsuridis, 2017), as experimentally 

verified in mice (Siegle & Wilson, 2014). This same model by Cutsuridis et al. also predicts 

that theta-modulated distal dendritic inhibition in CA1 removes interference from spurious 

memories during recall.

Spiking neural network simulations also explored specific mechanisms relating DG 

neurogenesis to memory processes. A computational study with over 8,000 neurons from 

EC, DG, and CA3 found that neurogenesis that used three classes of synaptic plasticity 

notably outperformed other simpler models in terms of encoding and retrieval of associative 

memories (Chua & Tan, 2017a). Those classes are short term plasticity, spike-timing 

dependent plasticity (STDP) for excitatory synapses, and STDP for inhibitory synapses 

impinging on excitatory neurons (Tsodyks et al., 2000; Vogels et al., 2011; Zenke et al., 

2015). Interestingly, the signal-to-noise ratio of memory retrieval was adversely affected at 

high learning rates because spiking activities from the memory encoding phase persisted into 

the retrieval phase.

Projections between the hippocampal formation and the neocortex provide a key 

architectural substrate for long-term memory storage. A popular theory of information flow 

into and out of the hippocampus states that whole episodes are transferred from CA3 to CA1 

(Kesner & Rolls, 2015). CA1 neurons would then communicate that information through 

PCs in the deep layers of the EC. Back-projections in EC layer 5 then relay the information 

to the neocortical areas that initially provided the inputs to the hippocampus (Lavenex and 

Amaral, 2000; Witter et al., 2000; Markov et al., 2014). Those back-projections recalling 

previous episodic events could provide relevant information to the neocortex, consolidating 

new long-term memory representations (Rolls, 1989a–c, 1990a,b, 2008).

Similar to their above-described role in spatial navigation, SWR are theorized to play 

a significant part in memory consolidation by aiding re-encoding during memory replay 

(Buzsáki, 1989; O’Neill et al., 2010). A computational study proposed a neurophysiological 

mechanism for SWRs based on dendritic sodium spikes (Jahnke et al., 2015), consistent with 

experimental evidence that dendritic spikes mediate nonlinear amplification of synchronous 

neural input (Ariav et al., 2003; Gasparini et al., 2004; Polsky et al., 2004; Gasparini 

and Magee, 2006). This theory provides hypothesized oscillation frequency and waveform 

characteristics of SWRs, and proposes that replay and SWRs support and generate each 

other.

Novelty detection is useful for determining if a memory already exists or if, instead, a new 

one should be made. Animal behavior links CA1 to the processing of novelty signals (Nitz 

& McNaughton, 2004; Larkin, Lykken, Tye, Wickelgren, & Frank, 2014). In a simulation 

connecting a novelty detection network in CA1 with auto-associative declarative storage in 

the neocortex, new input received in parallel by both systems caused a comparison between 

preexisting and novel recognition (Agerskov, 2016). The model was able to produce a large 
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long-term memory (LTM) recognition signal in the absence of novelty and no LTM signal 

when a novel input was presented. This study showed that it is generally less economical 

to implement a dot-product computation (comparing a new input to a LTM in the form of 

mathematical vectors) in one neuronal ensemble than in a more component-wise fashion. 

Identification of novel input is also important in managing storage among semantically 

similar memories to prevent the loss of previously acquired information when new stimuli 

are presented due to catastrophic interference (French, 1999).

Pattern Separation and Completion.

The hippocampus is a crucial information processing substrate for pattern completion and 

separation (Goode et al., 2020). The sparse firing of neurons in the DG is thought to assist 

separation by reducing interference among patterns (Treves & Rolls, 1992; Aimone et al., 

2011). In particular, GC dendrites may be key contributors in this activity (Chavlis et al., 

2017). Pattern separation is hampered in schizophrenia and Alzheimer’s disease (AD) and 

both conditions are characterized by decreased dendritic length and spine loss in DG GCs 

(Ally et al., 2013; Einstein et al., 1994; Jain et al., 2012). Moreover, pattern separation 

improves with dendritic growth in GC and hippocampal neurogenesis in active compared 

to sedentary animals (Bolz et al., 2015). Additionally, active GCs during spatial tasks 

have more complex dendrites (Diamantaki et al., 2016). Chavlis et al.’s theory predicts 

that dendrites contribute to pattern separation efficiency by affecting the sparsity of firing 

activity. The computational model exploring the theory also demonstrated the effect of 

GC inhibition on pattern separation by perisomatic basket cells, dendritic-targeting hilar 

perforant path associated cells (HIPP), and indirect communication through GABAergic 

neurons activated by mossy cells (MC).

Another in silico and associated in vivo study offered insights into the mechanisms of 

pattern separation and completion (Hunt et al., 2018) focusing on the communication 

between DG mossy fibers (GC axons) and CA3 PCs (Henze et al., 2000; Amaral et al., 

2007; Rebola et al., 2017). This research identified for the first time two distinct types of 

PCs in CA3: one characterized by the classic postsynaptic specializations of mossy-fiber 

synapses (thorny excrescences), and a new ‘athorny’ type lacking mossy-fiber input. The 

computational model suggested that athorny cells assist in the occurrence of sharp-wave 

(SW) synchronization events associated with the replay of neural activity contributing to 

memory processing. Another function theorized for the athorny cells is to support the 

creation of transient network attractor states that indicate pattern completion computations 

have been executed. Other studies also implicated recurrent circuitry and attractor dynamics 

in the re-instantiation of previously stored representations from incomplete input (Colgin et 

al., 2010; Knierim & Zhang, 2012; Rennó-Costa et al., 2014; Knierim & Neunuebel, 2016).

A computational study of episodic memory retrieval applied a theory to efficiently find a 

group of contextual details related to the target episode, uniquely identifying it for recall 

(Samsonovich & Ascoli, 2005). Computer simulations demonstrated that the process is 

effective in finding the shortest route in a spatial navigation task that includes a familiar 

environment for the test subject. Thus, the same pathfinding mechanism works in a 

spatial maze and in an abstract graph of contexts that combine to distinctly identify an 
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episodic memory. The study predicts that retrieving episodic memories cannot solely rely 

on information pointers as proposed by the memory indexing theory (Teyler & DiScenna, 

1985, 1986; Nadel & Moscovitch, 2001), but it may also require the pathfinding process to 

re-instate the relevant contextual details.

Neurological Disorders and Other Subjects.

Pathological and neuroimaging studies indicate that the hippocampal formation is the 

earliest brain region targeted by AD (Gomez-Isla et al., 1996; Moreno et al., 2007; Whitwell 

et al., 2007; Braak and Del Tredici, 2012). These observations are consistent with the pivotal 

involvement of the hippocampus in episodic memory, a cognitive function prominently 

depleted by this disease (Fjell et al., 2014). A computational model and associated in vivo 
experiment investigated the influence of AD-specific proteins on neural excitability in EC 

and subsequent circuit effects (Angulo et al., 2017). The in vivo research showed that mutant 

human amyloid precursor protein (hAPP) expression increased excitability and tau protein 

(hTau) expression decreased excitability. Mice expressing hAPP were also found to have 

synaptic downscaling in subicular neurons. Simulation modeling of DG, CA3, CA1, EC, and 

Sub suggested that EC interneuron pruning can account for both increased excitability in EC 

and synaptic downscaling in Sub in hAPP-expressing mice, the latter being a compensatory 

response to the former.

Another neurological disorder commonly associated with hippocampal dysfunction is 

temporal lobe epilepsy. Scientists have long noted that the frequency of epileptic seizures 

is not uniformly distributed during the day. Long-term electroencephalographic recordings 

in rats suggested that locally impaired circadian input in status epilepticus could cause a 

persistent ~12-hour phase shift in the rate of spontaneous hippocampal spikes (Stanley et 

al., 2013). Corresponding spiking neural network simulations and parallel evidence from 

magnetic resonance imaging provided a possible causal nexus between damages in the 

medial septum and the observed phenomena.

Among the psychiatric diseases implicating the hippocampal formation, schizophrenia is 

associated with abnormal oscillations. A computational simulation of area CA3 explored 

the effects of the NMDA receptor antagonist ketamine on the disruption of theta rhythm 

modulation of gamma rhythms (Neymotin et al., 2011). This study modeled pyramidal, 

perisomatic (basket), and dendritic-targeting (oriens/lacunosum-moleculare) cells as well as 

extrinsic medial septal inputs. One of multiple testable predictions resulting from this work, 

namely the potential functional specificity of ketamine for particular cell types, is relevant to 

a possible treatment for cognitive deficits of schizophrenia.

Time perception is a fundamental element of normal cognition and identifying its underlying 

neural processes could produce insights into a wide range of disorders. A computational 

study proposed that time is first encoded in the hippocampal formation by ramp-shaped 

firing patterns in lateral EC neurons (Rolls & Mills, 2019). Simulations including integrate­

and-fire neurons in an attractor network model demonstrated that these EC signals can 

be then converted into time cells in other hippocampal regions, e.g., CA1, CA3, or DG. 

This computational model also showed how time cells can generate replay of neuronal 
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ensemble activities as well as reverse-replay, thus providing a link between time and 

episodic memories.

Last but not least, integrating principles of neural operations in the hippocampus into 

robotic applications provides the opportunity for testing the computational models in an 

embodied environment. A simulation containing CA3 and DG produced visual recognition 

performance comparable to that of the latest convolutional neural networks (CNN) at the 

time of that publication, slightly outperforming CNN when noise was included (Zhang et al., 

2016).

The Hippocampome.org Cognome Knowledge Base

Function of the tool.—We introduce a new component of the Hippocampome.org 

knowledge base, termed “Cognome”, to allow interactive exploration of the literature 

describing spiking neural networks of hippocampal function in the context of the neuron 

type circuit of this brain region. This resource thus constitutes an online dynamic extension 

of this article (cf. also Samsonovich, 2010). The Cognome section of Hippocampome.org 

provides systematic annotations about the content of 105 articles selected as representative 

of the field (see Methods section below for literature mining procedure and inclusion 

criteria). The annotations span a number of dimensions including the main subject(s) 

explored in an article's simulation, theories, the level of detail of the model (from Hodgkin­

Huxley to binary activity), the network scale (from ten to millions of neurons), and 

the hippocampal subregions and identified neuron types included in the simulation. All 

dimension annotations are accompanied by supporting evidence in the form of text excerpts 

and/or annotator notes (except for keywords, which were deemed non-essential). These 

annotations allow useful search options, intuitive browsing, and statistical summaries of the 

content.

The graphical user interface of the Cognome (Fig. 1) offers a menu of pages to explore the 

site. The Main page that first appears on visiting is designed to allow efficient filtering by 

subject (such as spatial navigation), sorting of the annotated articles by any dimension of 

interest, and a choice of annotations and bibliographic details to use in sorting (Fig. 1A). 

The Advanced Search page allows additional query options, for example, only returning 

articles matching a particular selection in a second dimension (e.g., attractor dynamics as 

theory) in addition to the article subject (Fig. 1B). The results can further be sorted by a 

different dimension and bibliographic detail. If users wish to search the full text of each 

article using manually chosen query terms, they can instead navigate to the Custom Search 

page (Fig. 1C).

The Browse Articles page presents the full citation list and links to all annotated literature, 

with the option of delimiting the results by author last name. Relevant information is 

returned in a structure suitable for in depth exploration. The top section provides general 

details about the article of interest, including bibliographic data (journal, year, and authors) 

as well as abstract (Fig. 2A). The bottom section reports the annotation for all dimensions 

(Fig. 2B). An optional toggle allows users to display the supporting evidence for each 

annotated dimension individually (Fig. 2C).
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Additional pages offer more in-depth descriptions of the site’s resources. The Help and 

Details page provides specific definitions of terms used on the site, including each 

dimension and items therein. The Site Stats page reports data about the annotation quantities 

of subjects and other dimensions, along with the counts of dimensions within each subject, 

revealing both popular research trends and potentially under-explored areas. Accompanying 

the fully annotated 105 articles of the core collection, the Cognome also includes an 

extended collection with more than 300 additional articles that still are relevant to spiking 

neural network models of hippocampal function but are not required to meet the strict 

selection criteria described in the Methods and are not all fully annotated. Users can toggle 

between core and extended collections by selecting the appropriate option on the Site Stats 

page.

Annotation Results.—This section analyzes the annotations of 105 articles (the core 

collection) fitting inclusion criteria pertinent to the topic of this article as described in 

the methods section. Complete statistics can be found at hippocampome.org/php/cognome/

reporting.php. Subjects, anatomical regions, theories or network algorithms (hereafter 

abbreviated as theories), neuron types, and keywords could be annotated with multiple 

entries, while the other dimensions were only permitted to only have one annotation 

selection per article. For example, an article could describe a computational study of 

spatial navigation and long-term consolidation including both entorhinal cortex and areas 

CA3/CA1; however, the type of neuronal model and the number of simulated neurons were 

typically unique for each publication.

Spatial navigation or memory (hereafter simply termed navigation), episodic memory, and 

other learning or memory types were collectively the most common subjects (Fig. 3). The 

group of other learning or memory types consisted of working or short-term memory (n=7), 

semantic memory (n=4), associative memory (n=11), and reinforcement learning (n=7). 

The neurological disorders group contained epilepsy (n=24), schizophrenia (n=4), and AD 

(n=2). The spatial navigation and episodic memory group (n=35) included non-exclusive 

annotations for spatial navigation (n=32) or episodic memory (n=8), which were often 

interrelated and overlapping.

The most common neuron model found was the Hodgkin-Huxley type (Fig. 4A). The second 

most common neuron model, integrate-and-fire, was used in 17% more publications than 

the third most common, the binary model. These three top model types accounted for 

88% of the annotated articles. In terms of hippocampal subregions, the most commonly 

modeled were EC, CA3, and CA1 (Fig. 4B), while DG, Sub, and cornu ammonis 2 (CA2) 

appeared in fewer studies. Neural networks differed substantially in scale, that is, number 

of simulated neurons. The most common sizes included less than 500 or between 999 and 

100,000 neurons, together accounting for 77% of studies (Fig. 4C). The most frequently 

found theories were attractor dynamics and theta phase precession (Fig. 4D).

Linking the annotations of hippocampal models to Hippocampome.org presents a special 

opportunity to map the simulated neurons in each spiking neural network onto identified 

neuron types. Hippocampome.org mainly classifies neurons based on the neurotransmitter 

they release (glutamate or GABA) and axonal-dendritic patterns (and thus potential 
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connectivity). On top of this primary characterization, all Hippocampome.org neuron 

types are associated with known molecular and electrophysiological properties. When 

computational models describe the neurons included in the circuit with sufficient details, 

it is typically possible to match them unambiguously to a Hippocampome.org type. More 

abstract spiking neural network simulations occasionally only provide general characteristics 

that identify a set of neuron types. For example, ‘parvalbumin-positive interneurons in 

CA1’ can correspond to cells such as basket, axo-axonic, horizontal basket, or horizontal 

axo-axonic cells. In these cases, all possible matches are included in the Cognome with the 

label of “fuzzy” annotation. Overall, EC had the most neuron type annotations, and DG, 

CA1, and CA3 had the next highest counts (Fig. 5). The most commonly found types were 

pyramidal, basket, and stellate cells, followed by axo-axonic, granule, and mossy cells and 

multiple interneuron types such as bistratified and O-LM cells. The groups with “Other” in 

their description include all neuron type annotations in that subregion aside from those listed 

explicitly elsewhere on the graph.

Methods.—The core collection consists of original research articles meeting specific 

inclusion criteria: they must describe a spiking simulation of (a part of) the hippocampal 

formation at the circuit- or network-level containing at least ten neurons modeled so 

as to capture individual spike times. Moreover, we set a minimum qualification of ten 

citations per year (as retrieved from Google Scholar) in order to prioritize the articles 

with highest impact in the scientific community. We chose this particular threshold to 

balance a desirable collection size with the time needed for annotations. Additional criteria 

specifications are listed on the Help page (hippocampome.org/php/cognome/help.php). The 

extended collection includes articles that do not need to meet the inclusion criteria such as 

review articles.

Articles were reviewed for qualifications needed for inclusion in the core collection starting 

from a large bibliography obtained from literature queries that consisted of sets of keywords 

representing regions, neural activities, and computational models. An objective for the 

construction of the core collection was to avoid bias in the selection of modeling articles. 

Therefore, the chosen sets of keywords strived for a balanced assortment not favoring any 

specific dimension entity over another. For example, when specific anatomical areas were 

named in queries, at least one keyword representing each hippocampal subregion (including 

synonyms) was included to give all of them equal retrieval chance.

Optimization software was built to ensure the effectiveness of queries. Specifically, we 

started from a preliminary collection of 200 potentially relevant articles. The algorithm 

created shuffled combinations of keywords (while retaining the above-described balance) 

and ran semi-automated queries with PubMed and Google Scholar. The program tested 

approximately one hundred thousand query variations, and two hundred million article 

titles in search results were automatically processed for relevance, requiring approximately 

one week of computational time. The software automatically counted title matches to the 

preliminary set and top scoring results were manually verified. The final selection of queries 

was based on a balance of relevant matches and number of articles retrieved: the best 

performing queries resulted in a 70% match to example articles and 4574 unique article 
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titles. The list of keywords the software considered, the example articles used, and the final 

selection of queries are all available on the Cognome Help page.

Software automatically parsed the title, year, and citation count from the query results 

downloaded from PubMed and Google Scholar. The results were manually reviewed, and 

any incorrect values were corrected. A program was built to automatically extract Google 

Scholar citation counts based on PubMed titles using the Python module scholarly (Silva, 

n.d.). Annotation software was created that automatically retrieved abstracts based on article 

titles from PubMed, if possible, or else supplied a link to a Google Scholar search for the 

title, so that the abstract could be reviewed. If an abstract indicated the potential relevance of 

an article, then that full text was reviewed for inclusion.

Multiple computational technologies were used to create the site. The site was built using a 

LAMP (Linux, Apache, MySQL, and PHP) software stack. PubMed’s Entrez Programming 

Utilities were used to automatically import article details (Sayers, 2010). The source code 

for the work is publicly available at github.com/Hippocampome-Org/php.

Discussion

Interpretation of Site Findings.

Building a simulation involves a strategic choice of which computational components to 

focus resources on. The Hodgkin-Huxley model is the most commonly found neuron model, 

indicating its popularity in network-scale simulations. Its utility in capturing key biological 

detail evidently justifies the relatively heavier computational requirements, which become 

progressively less prohibitive with the continuous advancement of computer hardware. For 

example, a Hodgkin-Huxley model of neural entrainment in theta rhythms simulated over 

160,000 neurons through use of supercomputing (Navas-Olive et al., 2020). The study 

comprised realistic morphologies of CA1 pyramidal cells including ion channels, seven 

types of interneurons, calcium dynamics, and synaptic signaling, thus combining a large 

neuron count with detailed neurophysiology.

The other side of the computational coin relative to the modeling level of detail is the 

number of simulated neurons. Large scales can allow observing aggregate effects of large 

neural populations, while small scales can facilitate deeper analyses of specific physiological 

characteristics of individual neurons. A model with more than a million rat DG neurons 

and 470 million synapses (Schneider et al., 2012) eliminated scaling adjustments required 

in an earlier, smaller simulation of the same neural system with ‘only’ 50,000 neurons 

(Dyhrfjeld-Johnsen et al., 2007). In particular, connection probabilities had to be increased 

fivefold in the older (but not in the newer) model to account for the reduced network scale. 

The larger model also can enable a more straightforward mapping of actual neurons to 

simulated ones which could facilitate a more direct comparison to results of animal studies. 

Towards the other end of the network scale spectrum, a model of pattern completion and 

separation and seizure-like activities with 527 neurons reproduced experimental synaptic 

current dynamics, short-term synaptic plasticity, and network spatial connectivity patterns 

(Hummos et al., 2014). The relatively smaller scale helped researchers to focus on a specific 

neurotransmitter, ACh, including its effects on neural excitation while controlling plasticity 
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levels and progressively increasing levels of activity in EC to CA3 projections across 30 

trials.

The recurring presence of certain theories reflects at least in part the experimental support 

for their explanatory power. For instance, an attractor network theory predicts that, in 

darkness or other conditions causing HDC drift errors, individual HDC should shift off 

course of the preferred position by the same amount and direction (Angelaki & Laurens, 

2020). Experiments have verified that prediction by observing coherent HDC drifting in 

rats (Butler et al., 2017; Bassett et al., 2018). Activity observed in mice during slow-wave 

sleep (SWS) and rapid eye movements (REM) sleep also corroborated the idea that attractor 

dynamics occur with HDCs (Peyrache et al., 2015). The research investigated the theory 

that HDCs are arranged in a conceptual ring and increase firing when an animal is in a 

cell’s preferred head direction. In the study, HDCs with similar preferred head directions 

displayed positive temporal correlations with firing, whereas HDCs with opposite preferred 

directions fired in an anti-correlated manner. At the same time, our inclusion criteria 

requiring simulations to represent individual spike times also affected the presence of certain 

theories. For instance, OI and self-organizing maps could be modeled by mean firing rates. 

Several articles containing those theories can be found in the extended collection, although 

the annotations in that case are not assured to be as complete.

The relative representation of hippocampal subregions in models relates to their putative 

involvement in specific cognitive functions, such as grid cells in EC and place cells in 

CA1 and CA3 (Fortin, 2008). Models of auto-associative memory have hypothesized that 

CA3 stores engrams in recurrent connections and receives input representing old memories 

from the EC through the perforant path (Cerasti & Treves, 2010; Chua & Tan, 2017b; 

McNaughton & Morris, 1987; Pilly et al., 2018; Rolls, 1989b). Pattern separation has long 

been theorized to be supported by DG and its mossy fiber output to CA3 (Piatti et al., 

2013; Rolls, 1990b; Treves & Rolls, 1994), possibly through the incorporation of adult-born 

neurogenesis (Aimone et al., 2009; Noguès et al., 2012). Work toward a full-scale DG 

simulation has aimed to pinpoint pathological changes in epilepsy on specific neuron types 

(Schneider et al., 2012). Another model investigated seizure-associated spiking phase shifts 

in CA3 with connections to CA1 (Stanley et al., 2013). Experiments in vitro reported CA3 

hypoactivity that is hypothesized to affect the ability of the hippocampal outputs to control 

epileptiform synchronization in EC (Biagini et al., 2005).

Many different neuron types were found in simulations in the core collection. Including 

a diversity of neuron types can enhance the authenticity of modeled neural activities 

compared to real subjects. A full-scale simulation of rodent CA1 included a pyramidal 

cell type and a variety of interneuron types to investigate the dynamic interactions between 

oscillatory rhythms and circuit architecture (Bezaire et al., 2016). Properties of neuron type 

connectivity, including synaptic weights and time constants, were derived (when available) 

from experimental paired recordings. The simulation produced complex activities such as 

emergent theta and gamma oscillations as well as theta phase preferential firing, generating 

insights on some needed levels of excitation for those activities. The effects of each neuron 

type’s signaling on rhythmic behaviors was also studied.
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Potential Future Work on the Cognome Knowledge Base.

Currently, new articles can be added to the site only by users with private access. As more 

literature is published over time, enabling public submissions of article content could help 

keep the knowledge base up to date. Another known limitation is that, while articles with 

more than 10 citations per year are likely to have high interest in their research communities, 

articles with fewer citations may have been overlooked but still contain valuable insights. 

Many articles with lower citation count are present in the extended collection. Along with 

adding more articles, literature could be further reviewed to identify more theories and 

subjects to add as annotation options. Moreover, increased instructions and user-friendly 

methods could be added to tools released in the open-source code of this project to improve 

adoption and reusability.

Future Work Opportunities in the Field.

A goal of this literature survey is to help identify gaps in theories that may be amenable 

for computational investigation. An interesting problem is the potential inefficiency of the 

cognitive processes associated with spatial replay (Matheus Gauy et al., 2018). In particular, 

episodic memories relying on place cells that have navigation loops (e.g., a circular path 

ending where it starts) could be corrupted by confusion about the sequential order of 

visits. A long enough episodic memory would in principle include the sequence of visits, 

but shorter memory segments representing individual loop paths need to be connected 

appropriately. Spiking neural network modeling may help elucidate the mechanism of 

hippocampal replays enabling animals to correctly choose a direction in a forked path 

upon multiple visit occurrences (Wu & Foster, 2014). Even if no loops are present, the 

same locations can be visited many times. The sequence of each route traveled may matter 

especially if the animal adopts the strategy of trying paths in a certain order. Replays 

using only recurrent connectivity among place cells, where activation of a place cell could 

trigger the memory of any path regardless of order of occurrence, could result in ineffective 

planning. A rat study of spatial navigation found that previously traversed trajectories are 

reflected in some, but not all, replays (Gupta et al., 2010). The occurrence of trajectories in 

replays indicates that the animal remembered the sequence of paths that were traveled. What 

are the neurophysiological mechanisms representing the sequence of paths traveled? One 

possibility is the presence of a dedicated functional neuron type, sequence cells, supplying 

this information (Gupta et al., 2010). An alternative theory posits time cells can coordinate 

sequences with episodic and spatial memory (Rolls & Mills, 2019). Yet another possibility 

is that of associative memories connecting time points and traveled paths together in an 

overarching timeline. New spiking network simulations could help investigate the neural 

activity responsible for such cognitive functions.

Computational research on spatial memory has proposed that attractor networks in MEC 

and hippocampal subregions such as CA1 cooperate in navigation, and future research 

might explore the validity of that idea (Agmon & Burak, 2020). When an animal 

position can only be estimated through idiothetic path integration, the model predicts a 

lag in the CA1 representation of position relative to EC. To test the model predictions 

experimentally, recording technology may be needed to simultaneously record from MEC 

and CA1 with sufficiently high throughput to capture population activity. Another testable 
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theory is that reciprocal connections between EC grid cells and place cells in other 

hippocampal areas create an error-correction process to avoid drift between distinct grid cell 

modules that would cause progressive location misinterpretation. Data-driven simulations 

could explore the extent of activity pairing among MEC grid cell modules in order to 

quantify their communication of drift levels. A proposed mechanism to coordinate grid 

cell module activities based on synaptic connectivity dynamics within MEC is independent 

of hippocampal subregions outside of EC (Mosheiff & Burak, 2019). In vivo tests could 

deliver sensory input of places that are poor in quality while measuring the drift in different 

modules. If blocking hippocampal inputs outside of EC prevents the coordination of drift 

between modules, one could conclude that those hippocampal areas are needed to help 

manage the drift. The model also predicts that synaptic connections between place cells and 

grid cells create variability in spiking rates of grid cells across their firing fields. Testing 

that prediction could require disabling hippocampal inputs outside of EC to observe if firing 

rates lose variability across firing fields.

The Cognome knowledge base can be used to direct areas of future work. Chronologically 

inspecting the publications related to a theory may help infer the temporal evolution 

of the underlying conceptual framework. Statistics on the most common methods used 

for an area of research can be informative about approaches to perform such studies in 

additional work. Using the author search, one can find the latest modeling articles from 

accomplished researchers in their fields. The design of the Cognome search pages aimed to 

provide multiple analysis opportunities for researchers. Literature including specific models 

and their usage statistics can provide information about competing models and associated 

theories. Future simulation directions can potentially be inferred from the literature (or 

absence thereof) in certain subjects and by remaining problems listed in those articles. A 

high number of publications in a subject area can indicate popular trends of research and 

substantial existing knowledge about underlying methods, and thus opportunities for future 

work.

Concluding Remarks.

The hippocampal formation contributes to many unique but also interrelated cognitive 

functions. For instance, spatial navigation shares many general attributes with episodic 

memory while at the same time presenting specific neural activities such as those of grid 

cells. The landscape of hippocampal models ranging from abstract to fine-detailed allows 

researchers to select from a rich diversity of properties to include in their work. The 

statistical reporting on annotations reported in this work can help investigators effectively 

survey content in a variety of articles related to spiking neural network simulations. 

Moreover, open-source release of the knowledge base and underlying code can facilitate 

future review work on different neural systems as well as the continuous expansion 

of this one. Continual advancements in computer hardware, model algorithms, and 

neural stimulation and recording technologies make data-driven computational approaches 

increasingly important in research. The Cognome can thus foster the symbiotic relationship 

between modelers and experimentalists toward producing more discoveries about the 

hippocampal formation and its multifarious neural dynamics.
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Figure 1. 
Types of searches and illustration of representative options. (A) Main page of the Cognome 

site. (B) Advanced Search. (C) Custom Search.
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Figure 2. 
Main display elements of the Browse Articles page. (A) General article details. (B) 

Annotations of selected dimension. (C) Evidence supporting annotations.
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Figure 3. 
Annotations of subject groups within the Cognome literature.
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Figure 4. 
Annotations of selected dimensions within literature. (A) Levels of detail. (B) Anatomical 

regions. (C) Simulation scales. (D) Theories.
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Figure 5. 
Annotations of neuron types. The four highest count EC neuron types are MEC LII­

III pyramidal-multiform, MEC LII stellate, EC LII-III pyramidal-tripolar, and EC LIII 

pyramidal. The article counts include fuzzy annotations.

Sutton and Ascoli Page 29

Cogn Syst Res. Author manuscript; available in PMC 2022 December 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript


	Abstract
	Introduction
	Models and Theories of Hippocampal Functions
	Spatial Navigation.
	Associative Learning and Long-Term Episodic Memory.
	Pattern Separation and Completion.
	Neurological Disorders and Other Subjects.
	The Hippocampome.org Cognome Knowledge Base
	Function of the tool.
	Annotation Results.
	Methods.


	Discussion
	Interpretation of Site Findings.
	Potential Future Work on the Cognome Knowledge Base.
	Future Work Opportunities in the Field.
	Concluding Remarks.

	References
	Figure 1.
	Figure 2.
	Figure 3.
	Figure 4.
	Figure 5.

