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ABSTRACT

Objectives: Social determinants of health (SDH), key contributors to health, are rarely systematically measured

and collected in the electronic health record (EHR). We investigate how to leverage clinical notes using novel

applications of multi-label learning (MLL) to classify SDH in mental health and substance use disorder patients

who frequent the emergency department.

Methods and Materials: We labeled a gold-standard corpus of EHR clinical note sentences (N¼4063) with 6

identified SDH-related domains recommended by the Institute of Medicine for inclusion in the EHR. We then

trained 5 classification models: linear-Support Vector Machine, K-Nearest Neighbors, Random Forest, XGBoost,

and bidirectional Long Short-Term Memory (BI-LSTM). We adopted 5 common evaluation measures: accuracy,

average precision–recall (AP), area under the curve receiver operating characteristic (AUC-ROC), Hamming

loss, and log loss to compare the performance of different methods for MLL classification using the F1 score as

the primary evaluation metric.

Results: Our results suggested that, overall, BI-LSTM outperformed the other classification models in terms of

AUC-ROC (93.9), AP (0.76), and Hamming loss (0.12). The AUC-ROC values of MLL models of SDH related

domains varied between (0.59–1.0). We found that 44.6% of our study population (N¼1119) had at least one

positive documentation of SDH.

Discussion and Conclusion: The proposed approach of training an MLL model on an SDH rich data source can

produce a high performing classifier using only unstructured clinical notes. We also provide evidence that

model performance is associated with lexical diversity by health professionals and the auto-generation of clini-

cal note sentences to document SDH.
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INTRODUCTION

Emergency departments (EDs) are often called the “safety net” of

the US healthcare system. Patients with poor mental health, depres-

sion, and high ratings of psychological distress have greater odds of

being frequent ED users.1 As a result, this population makes up 1 in

8 ED visits contributing to ED overcrowding, suboptimal quality of

care, and represents 1 of the 5 most costly conditions in the United

States with expenditures at $57.5 billion annually.2,3 Social, psycho-

logical, and behavioral factors, or social determinants of health

(SDH), key contributors to health, are rarely captured and measured

in a systematic way in health care settings.4–6 For example, housing

insecurity is associated with poor health including chronic diseases,

substance abuse, and frequent ED visits.7 Ku et al.8 found that fre-

quent ED patients expressed a variety of other social needs including

the inability to meet essential expenses, having a telephone service

disconnected, worrying about running out of food, and inability to

afford a balanced meal. These related disparities have a direct link

to health and often result from overlapping factors.9,10 Okin et al.

examined interventions to reduce frequent ED visits and found that

case management had the most rigorous evidence base and yielded

moderate cost savings11 with the greatest reduction in median per-

patient hospital costs was $7473.12 The authors attributed most of

the cost savings to addressing housing instability and long-term sub-

stance abuse care coordination.12 In order to reduce negative health

outcomes associated with SDH, health professionals will require in-

formation about their patients’ individual SDH characteristics to

better address their needs. For example, while ED physicians may

attribute a patient’s frequent visits for depression to poorly managed

mental health issues because of a patient’s unwillingness to follow

up with specialists (ie, willful noncompliance), frequent visits might

instead be caused by lack of transportation or financial constraints.

Thus, medical treatment of a disease such as depression, without re-

gard to the SDH, suffers the danger of being ineffective. Just as fluid

volume overload cannot be treated without first understanding the

physiology of the kidney, heart, lungs, and their interaction, a

patient’s mental health and substance use disorders (MHSUDs)

treatment will be substandard without understanding associated

SDH. In 2014, the National Library of Medicine underscored the

importance of capturing these SDH in electronic health records

(EHRs) to improve clinical care.6,13 However, SDH are rarely cap-

tured and measured in a systematic way in EHRs5,6 and, therefore,

remain largely unused in care decision-making.

Although reducing avoidable ED visits is a primary health system

goal14,15; however, systematically identifying contributors to

patients’ frequent ED use is challenging, particularly in the emer-

gency care setting.11,16 EHR documentation of SDH needs and SDH

services delivered are captured in both structured (eg, procedure

codes) and unstructured data (free-text).17,18 Unfortunately, struc-

tured data (ie, administrative codes) fail to capture the breadth of

SDH characteristics while methods for extracting a patients’ com-

plete SDH history from clinical text are less well developed.19,20 Hy-

brid techniques that combine natural language processing (NLP)

and machine learning (ML) are the most common biomedical ap-

proach to extracting clinical text.21 Various studies effectively ap-

plied NLP approaches, including information extraction techniques,

to different types of SDH classification including homeless-

ness,19,22,23 employment status,23,24 and exposure to violence.19,25

These techniques included regular expressions, named-entity recog-

nition (NER), and distributional semantic. Patients with SDH, such

as someone who has lost their job (employment insecurity), fre-

quently experience several SDH in relation to the job loss such as

the loss of health insurance associated with employment. Further-

more, healthcare domain text data is characterized by long sentences

with a large number of technical words and typos/misspellings.26

New approaches in ML, such as multi-label learning (MLL) may be

a viable candidate for modeling the profile of patients affected by

several SDH. MLL differs from classical ML by tackling the learning

problem from a different perspective. In contrast to traditional clas-

sification tasks where each observation belongs to only one mutually

exclusive class, in MLL decision areas of labels (ie, classes) overlap.

Binary relevance, a traditional approach to solving the multi-label

text classification problem, decomposes the problem into multiple

independent binary classification tasks (1 for each label).27,28 A re-

view of MLL algorithms can be found in Min-Ling and Zhi-Hua.28

In this article, we investigate novel applications of MLL to clas-

sify financial resource strain and poor social support from clinical

note data for MHSUD patients who frequent the ED. We assess the

feasibility of developing a model to classify SDH using only clinical

notes. We then evaluate the performance of 5 approaches to classifi-

cation: a linear Support Vector Machine (SVM)-baseline, K-Nearest

Neighbors (KNN), Random Forest (RF), XGBoost, and bidirec-

tional Long Short-Term Memory (Bi-LSTM). Finally, we develop a

multi-label setting (up to 6 labels per instance) and apply the model

to single sentences, the most granular level of clinical notes. We rely

on clinical notes from a large academic health system to validate our

experiments with a gold-standard corpus and highlight the elements

in the sentence that explain and support the predicted labels to pro-

mote transparency. While research exists for each individual SDH

characteristic in our model,19,23,29 we believe we are the first to

tackle multi-labeling in the clinical domain. Our results demonstrate
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Health is influenced by many factors, of which one are social determinants of health (SDH) that encompasses economic and

social conditions that influence the health of people and communities. Addressing SDH is a primary approach to achieving

health equity and a growing body of research highlights the importance of integrating these factors into clinical practice.

However, SDH are rarely systematically documented and collected in the electronic health record (EHR). This lack of infor-

mation is a problem; health professionals can only intervene on SDH if they are aware, document, and communicate these

issues throughout the health system. Recent studies have shown promising results using natural language processing to

identify patient cohorts and conditions within EHR clinical notes. SDH rarely occur in isolation and often are interconnected.

For example, employment is linked to health insurance in the United States resulting in unemployment and lack of insur-

ance. Therefore we are studying the feasibility of identifying and classifying multiple SDH characteristics within a single sen-

tence from a large collection of EHR clinical notes.
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the feasibility of developing ML models to classify clinical note sen-

tences with multiple SDH labels with XGBoost, SVM, and Bi-LSTM

yielding the most promising results.

MATERIALS AND METHODS

Setting and sample
Clinical notes were obtained from the clinical data warehouse at the

University of North Carolina Health System, a large academic medi-

cal center serving much of North Carolina and the surrounding

regions. Clinical notes were collected from April 2014 to December

2019, a time period that encompassed the health system’s transition

to a single EHR. Clinical notes that met the following inclusion cri-

teria were retained: (1) visited University of North Carolina at

Chapel Hill Emergency Department (UNC-CH ED) between 2014

and 2019. Patients who had less than 4 ED visits in the year 2017 or

2018 within a rolling 365-day period were excluded, (2) greater

than 18 years old in the CDW-H as of 2014, and (3) documented

MHSUD “final primary diagnosis” as defined by the International

Classification of Diseases and Related Health Problems 10th Revi-

sion (ICD-10 CM) code F00-F99 “mental and behavioral disor-

ders”. The study was approved by the University of North

Carolina’s Institutional Review Board.

Curation of social determinants of health
We created a gold-standard corpus of clinical notes containing infor-

mation SDH characteristics from MHSUD patients who frequent

the ED. Sentences with a high likelihood of SDH characteristics

were identified through an SDH dictionary that was developed by

training 2 word embedding models (unigram and bigram) using seed

terms abstracted from published research studies. These models

detected and identified semantically similar terms to characterize fi-

nancial resource strain and poor social support, yielding 109 terms

or phrases (Supplementary Appendix 1). In this study, we focused

on multiple SDH characteristic classification of financial resource

strain and poor social support. The selected labels included (1) hous-

ing insecurity (homelessness, unstable housing), (2) food insecurity

(food stamps, unable to afford food), (3) employment and income

insecurity (unemployment, insufficient income), (4) general financial

insecurity (lack of transportation, other financial issues), (5) insur-

ance insecurity (uninsured, underinsured), and (6) poor social sup-

port (social isolation, lack of social support) as guided by the IOM’s

“Capturing Social and Behavioral Domains and Measure in Elec-

tronic Health Records”.30

Gold-standard corpora purposeful sampling
Purposeful sampling is widely used in qualitative research to identify

and select information-rich examples related to the target of inter-

est.31 In contrast, probabilistic or random sampling is used to ensure

the generalizability of findings by minimizing the potential for bias

in selection. In this study, we developed a data-level hybrid ap-

proach to address our imbalanced dataset.

The frequency of redundant text in clinical notes, created by

copy and paste or auto-generation, undermines machine learning

training and evaluation due to over representation of an SDH single

occurrence.32 To derive an unbiased estimate of likely SDH docu-

mentation, we removed auto-generated and copy and paste entries

that appeared to duplicate sentences. We removed sentences that

were exactly the same as another sentence within an individual

patient’s clinical record regardless of the time period between the

occurrences of these entries. We then isolated 2 corpora (1 unigram,

1 bigram) with a combined 1 596 166 sentences with likely SDH

documentation based on dictionary of terms and phrases developed

through an SME driven word embedding expansion approach. We

then took a randomized sampling of 150–200 sentences from each

SDH class pre-labeled by their associated dictionary term. A ran-

domized sampling of negative sentences (ie, lacking an SDH term)

were added to the dataset to adjust for over representation of SDH

in the dataset. No duplicates were found between the 2 corpora that

were then annotated and combined for model training. This newly

formed dataset was used by annotators to complete the annotation

process and create a gold-standard corpus.

Gold-standard annotation guidelines
To produce higher quality SDH analysis and downstream applica-

tions, we chose to obtain sentence-level annotations rather than

document-level annotations because we wanted to evaluate the fea-

sibility of classifying SDH on a granular-level. For example, we ob-

served mentions of SDH, such as “patient’s current stressors

include: unemployment, homelessness and recent relapse on illicit

substances” and “patient reports that he lost his job in June, lost his

girlfriend and then lost his home,” that would not be amenable to

extraction by document or NER.

Two annotators manually reviewed extracted clinical note sen-

tences to classify documentation using 6 SDH characteristic catego-

ries described earlier. A third annotator adjudicated disagreements

to determine the final classification. The annotators represented an

interdisciplinary group of health professionals that serve study pop-

ulation: a clinical social worker for UNC ED (Author 5), a para-

medic and PhD candidate in Health Informatics (Author 1), and a

registered nurse and clinical informatician (Author 6). Annotators

(Author 1,5) read each clinical note sentence in its entirety to assess

the presence of SDH documentation. Any confirmatory mention of

SDH associated regardless of status was treated as a positive finding,

for example, “patient is currently homeless” or “patient states he

has been homeless in the past,” resulted in a positive label for hous-

ing insecurity. Detailed annotation guidelines are in Supplementary

Appendix 2.

Collection of clinical notes
Clinical notes were obtained from the clinical data warehouse at the

University of North Carolina (UNC-CDW), North Carolina’s larg-

est academic health system. The data files (JSON) received from the

UNC-CDW were not exclusively free-text notes, but empty screen-

ing tools, blank auto-generated narratives, and meta-data. We ini-

tially isolated 2 corpora that were hypothesized to contain

documentation of financial resource strain and poor social support.

Sentences were derived from a variety of note types such as

“Emergency Department progress note,” “Psychiatry initial con-

sult,” and “social work psychosocial assessment.” A word embed-

ding terminology expansion approach was used to identify a subset

of notes most likely to contain SDH documentation, therefore, only

a small proportion of all notes collected from the EHR system and

housed in the UNC-CDW were used in this study A.33,34 The output

of the word embedding expansion approach was used by annotators

to complete the annotation process and significantly increased the

yield of SDH positive annotations compared to traditional manual

annotation of all documents in a corpus.29,35
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Input texts
For clinical notes, we completed the following preprocessing steps:

(i) tokenized all input texts using Natural Language Toolkit

(NLTK)36; (ii) removed all punctuation from each sentence; (iii) re-

moved all non-alphabetical tokens; (iv) converted all letters to lower

case; (v) normalized text through stemming and lemmatization that

transform words to their root forms; and (vi) removed English stop-

words (ie, me, my, myself, etc.).

Outcome variables
We trained a binary relevance model, an ensemble of single-label bi-

nary classifiers, one for each class. Each classifier predicts either the

membership or non-membership of one class. The union of all pre-

dicted classes then formed the multi-label output.28 We classified

whether a given SDH topic (eg, housing insecurity and/or food inse-

curity) was either documented or not document in the clinical note

sentence.

Experimental design
We developed and examined the outcome of 5 models: Random For-

est (RF), XGBoost, KNN, LSTM, and SVM as our baseline. These

models were trained (80%, N¼3250) and tested (20%, N¼813)

on a randomized gold-standard corpus. Inputs into the classification

models included a single free-text clinical note sentence. Figure 1

depicts an overview of methods for developing a machine learning

classifier to identify SDH in clinical notes.

Evaluation
Precision, recall, and F1 scores were computed across the SDH mod-

els using 5-fold cross-validation. Because the decision to optimize

precision or recall depends on the specific clinical application, we

considered F1 as the primary evaluation metric.29 F1 represents the

harmonic mean of precision and recall and takes both metrics into

account. Since a multi-label neural network lacks a computational

library from which to measure each label, we adopted 5 common

evaluation measures: accuracy, average precision–recall (AP), area

under curve receiver operating characteristic (AUC-ROC), Ham-

ming loss, and log loss to compare the performance of different

methods for multi-label SDH classification.28,37,38 A full mathemati-

cal description of all evaluation metrics are found in Figure 2. Addi-

tionally, we conducted an error analysis to gain insight into model

performance for SDH labels. We reviewed all incorrectly labeled

sentences and analyzed false negatives using a classification matrix

and attempted to classify each error as an incorrect annotation,

unrecognized negation, or confusing auto-generated structure. All

source code can be found at www.github.com/rstem/dissertation.

RESULTS

Study population
Our gold-standard corpus (N¼4063, ED visits >4, over 18 years of

age, MHSUD ICD-10 codes) clinical note sentences represented

1119 patients of which 44.6% had at least one positive documenta-

tion of SDH. Characteristics of study patients are shown in Table 1.

Half (N¼548, 50.2%) were between the ages of 39–62 and primar-

ily White or Caucasian (N¼726, 66.9%).

Characteristics of gold-standard corpus
A total of 4063 clinical note sentences associated with 1119 patients

treated at a large academic medical system were manually reviewed

Figure 1. Overview of methods for machine learning.
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for characteristics of SDH; 502 clinical note sentences were associ-

ated with housing insecurity, 530 with poor social support, 321

with food insecurity, 686 with employment and/or income insecu-

rity, 437 insurance insecurity, and 428 with general financial insecu-

rity. 19.7% of SDH clinical note sentences in the entire corpus had 2

or more SDH labels documented; however, among positive SDH

sentences (N¼1066) 75.0% of them had 2 or more SDH labels

documented (Figure 3). To balance an initially overly positive data-

set, an additional 2252 negative SDH sentences were added to the

corpus. Each sentence had an average length of 83.2 words with top

N words being patient, discharge, care, and history. All clinical note

sentences in the corpus were double annotated by clinical experts,

with an overall Kappa statistic of 86.6% agreement (79.1–90.6%).

The mean time our abstractors spent reviewing and coding notes

was 65 s per clinical note sentence (�58 per hour). Annotators dis-

agreed about 255 sentences. Disagreement occurred among senten-

ces with the greatest length, an average of 145.8 words as compared

to the corpus average of 83.2. Figure 3 shows the Pearson correla-

tion coefficient between SDH labels with highest between general fi-

nancial insecurity and poor social support (0.29).

Features used for SDH label classification
Text features used by the classifiers included explicit indicators of

SDH, as well as co-occurring determinants. For example, top fea-

tures for a sentence classified as poor social support and employ-

ment/income insecurity included “limited social support,” “alcohol

use disorder,” “cocaine use disorder,” and “financial concerns.”

Meanwhile, other SDH labels had text features that were more

closely associated with SDH risk factors. For example, top features

for a sentence classified as food insecure included “food stamp,”

“afford,” and “money”.

Classifier performance
Classification results inferring the presence of topic-specific SDH

documentation are presented in Table 3 and ranged from F1¼0.82

for XGBoost to F1¼0.45 for KNN (F1 micro-averaged across all

labels). XGBoost had the highest average precision micro-averaged

across all labels (0.85), while the highest average recall micro-

averaged across all labels was SVM (0.88). XGBoost had the lowest

Hamming loss (4.13) with all other algorithms having nearly double

the loss (Table 2). When comparing the precision-recall micro-aver-

aged across all labels, Bi-LSTM (0.76) (Figure 4) out-performed all

Table 1. Study population characteristicsa

Characteristic All (%) SDH positive (%)

N patients 1119 1066

Age 51.4 (615.9) 51.2 (616)

18–29 106 (9.5%) 104 (9.8%)

30–39 180 (16.1%) 173 (16.2%)

40–49 222 (16.1%) 215 (20.2%)

50–59 263 (19.8%) 251 (23.5%)

60–69 203 (23.5%) 186 (17.4%)

70–79 95 (8.5%) 88 (8.3%)

>80 50 (4.5%) 49 (4.6%)

Sex

Male 573 (51.2%) 542 (50.8%)

Female 546 (48.8%) 524 (49.2%)

Race

American Indian or Alaska Native 6 (0.0%) 6 (0.0%)

Asian 4 (0.0%) 4 (0.0%)

Black or African American 304 (27.2%) 285 (26.7%)

Native Hawaiian or

other Pacific Islander

1 (0.0%) 1 (0.0%)

Other race 29 (0.0%) 29 (0.0%)

Patient refused 1 (0.0%) 1 (0.0%)

Unknown 24 (0.0%) 24 (0.0%)

White or Caucasian 750 (67.0%) 716 (67.2%)

aPercentage based on non-missing data.

Figure 3. Correlation matrix of SDH labels.
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other classifiers, produced the lowest Hamming and log loss (0.12,

0.17), and the highest average ROC (93.5). The XGBoost poor so-

cial support model was the best performing SDH classifier

(F1¼0.89; Table 3), while the RF insurance insecurity model was

the lowest performing model (F1¼0.17). Because the prediction

task relied on imbalanced data, we report area under ROC curve

(AUC). We observed that the Bi-LSTM outperformed all other mod-

els (Figure 4) with the exception of the XGBoost classifying employ-

ment and/or income insecurity (Table 4). Figure 5 shows the AUC-

ROC curve of the best model on each outcome. We achieve rela-

tively high AUC’s with the SVM, XGBoost, and Bi-LSTM.

Error analysis
Among the 118 incorrect sentences classified by the SVM-baseline,

52 were false negatives and 20 were attributed to confusion between

general financial insecurity and employment/income insecurity.

Many false negatives were within the insurance insecurity label due

“Medicaid” being the only included text feature. However, many

abbreviations for Medicaid were found in false negative insurance

insecurity sentences. For example, “mcd” and “mcaid” were com-

mon abbreviations found in sentences.

DISCUSSION

This study aimed to develop an MLL model for identifying the SDH

characteristics financial resource strain and poor social support us-

ing only clinical notes. Our findings suggest that an MLL approach

trained on an SDH rich corpus can produce a high performing

model. We also provide evidence that model performance is associ-

ated with lexical diversity by health professionals and the auto-

generation of clinical note sentences to document SDH.

Based on our results, we recommend the neural network model,

Bi-LSTM, because it performed well across all evaluation metrics.

However, if the classification task requires transparency, gradient

decision tree algorithms such as XGBoost, performed well across

traditional evaluation metrics precision, recall, and micro-averaged

F1 across all SDH labels. Our model outperformed (F1; 0.89–0.43)

a similar study by Feller et al.29 who used a multi-class gradient

boosting tree to classify SDH sexual risk factors with F1 ranging

from 79.2 for LGBT status to 27.3 for intravenous drug abuse. Our

results are most likely due to our significantly larger training and

testing dataset. Our model also outperformed a similar MLL algo-

rithm classification task by Zufferey et al.37 whose top-performing

algorithm (SVM) had a Hamming loss of 16.94 and AP of 0.72, as

compared to our model (0.12, 0.76). The disparity in results may be

attributed to our use of only 6 labels as opposed to Zufferey et al.

15 labels. On the other hand, the poor performance of our KNN al-

gorithm suggests that in multi-label medical domains the correlation

between features may be an import characteristic to take into con-

sideration. The successful results of the binary relevance SVM

(F1¼0.74) approach assumes independence among SDH character-

istics suggests the features are not as correlated as previously as-

sumed. It is difficult to give a complete explanation about these

Table 3. Performance of models inferring SDH labels using 5-fold cross-validation

Algorithm Label Precision Recall F1 Support

SVM General financial insecurity 0.51 0.91 0.66 69

Employment/income insecurity 0.66 0.81 0.73 98

Housing insecurity 0.62 0.89 0.73 83

Poor social support 0.7 0.97 0.82 89

Insurance insecurity 0.62 0.84 0.71 73

Food insecurity 0.92 0.82 0.87 44

Xgboost General financial insecurity 0.84 0.71 0.77 69

Employment/income insecurity 0.85 0.76 0.8 98

Housing insecurity 0.88 0.69 0.77 83

Poor social support 0.85 0.93 0.89 89

Insurance insecurity 0.81 0.75 0.78 73

Food insecurity 0.93 0.86 0.89 44

KNN General financial insecurity 0.66 0.33 0.44 69

Employment/income insecurity 0.76 0.3 0.43 98

Housing insecurity 0.53 0.12 0.2 83

Poor social support 0.68 0.46 0.55 89

Insurance insecurity 0.56 0.3 0.39 73

Food insecurity 1 0.59 0.74 44

RF General financial insecurity 0.78 0.42 0.55 69

Employment/income insecurity 0.78 0.29 0.42 98

Housing insecurity 0.83 0.23 0.36 83

Poor social support 0.8 0.57 0.67 89

Insurance insecurity 0.7 0.1 0.17 73

Food insecurity 1 0.34 0.51 44

Table 2. Performance of models using 5-fold cross-validationa

Metric SVM XGBoost KNN RF Bi-LSTM

Hamming loss 7.18 4.13 9.51 8.79 0.12

Accuracy 70.92 81.38 64.46 62.62 93.3

Log loss 2.71 3.98 4.76 5.16 0.17

Average precision–recall 0.58 0.69 0.31 0.34 0.76

Average ROC 90.5 88.2 65.6 65.8 93.9

Micro-average precision 0.64 0.85 0.70 0.81 NA

Micro-average recall 0.88 0.78 0.33 0.33 NA

Micro-average F1 0.74 0.82 0.45 0.46 NA

aAverages are across all labels.
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results; however, it may be that the feature extraction process can-

not optimally model the correlation between the features in a man-

ner that an MLL approach can exploit. To confirm this, we suggest

further studies use algorithms and processing methods that deepen

the analysis of SDH interdependence.

Our study is innovative in the following aspects. First, we devel-

oped a classifier to identify SDH on sentence-level data. The

sentence-level scope can reduce the ambiguity of SDH characteristics

and increase the agreement in the classification task as opposed to

document level where SDH can still be buried within large quantities

of text. Additionally, sentence level data allows for more granular

results and thus a better understanding of the SDH documentation

Figure 4. Average precision–recall score, micro-averaged over all SDH labels.

Table 4. Model performance (AUC) by SDH Label

SDH Label SVM XGBoost KNN

Random

Forest

Bi-

LSTM

General financial inse-

curity

0.83 0.83 0.6 0.66 0.89

Employment or in-

come insecurity

0.85 0.88 0.66 0.66 0.87

Housing insecurity 0.84 0.88 0.59 0.64 0.94

Poor social support 0.92 0.89 0.74 0.87 0.99

Insurance insecurity 0.88 0.85 0.63 0.63 0.95

Food insecurity 0.93 0.95 0.78 0.8 1
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within clinical notes. Second, our model performance shows the fea-

sibility of classifying SDH using only clinical notes without struc-

tured features of the EHR. However, Feller et al.29 found that the

combination of clinical notes and structured data yielded better per-

formance than either data source alone when inferring SDH sexual

risk factors. Future studies should explore whether structured data

elements such as demographics and medical codes could enhance

performance. Finally, we used an MLL approach to reduce informa-

tion loss28,39 and take advantage of the cardinality and label

dependency.39,40

We observed a positive correlation between model performance

and the prevalence of each specific SDH. This demonstrates the ne-

cessity of building gold-standard corpora of adequate size, especially

for infrequently documented SDH such as food insecurity. However,

Figure 5. AUC-ROC for SDH labels.
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the poor social support label had higher precision and recall than

other labels with similar prevalence, likely reflecting the limited lexi-

cal diversity used to express this SDH. For example, poor social sup-

port was often referenced as “limited social supports” or “lacking

social support.” The results of our error analysis suggest several areas

for improvement in automated SDH classification. The labels general

financial insecurity and employment/income insecurity had the high-

est false negatives (N¼13). We believe this is due to the high lexical

diversity associated with these labels, suggesting that clinicians lack a

standardized way of expressing those SDH. Potentially, further sub-

domains describing these SDH could be used to enhance future classi-

fication tasks. Our findings also suggest benefit from standardized

approaches to collecting SDH data in EHRs.30,41,42

We found very little systematic documentation of patients’ SDH

data in the EHRs clinical notes including a large amount of incom-

plete or empty SDH screening surveys. Experts recommend limiting

SDH screening to a subset of patients and enabling EHR-based SDH

data tools to target this subset to avoid overwhelming or burdening

health professionals.13,42 The SDH classification models we devel-

oped may be best applied as a tool to identify patients requiring

standardized screening for SDH such as food and housing insecurity.

Our work shows many implications for SDH collection in the EHR.

Future research from this project may lead to an SDH screening alert

within the EHR to increase adoption rates. In this task recall may be

prioritized to limit alert fatigue and assure that all those who need a

screening, receive one. Gold et al.13 found that health professionals

did not want to collect SDH data themselves, preferring to transfer

the responsibility to another team member. With SDH data collected

via multiple routes and certain SDH data are already collected regu-

larly by specific health professionals (eg, social workers), future re-

search should explore a need for an EHR-based summary that

contains all of a patient’s SDH data. When adequately leveraged,

electronic platforms improve integration between medical and social

service delivery. EHRs could provide opportunities to improve the

evidence by improving data accessibility and standardization, link-

ing SDH interventions with health outcomes, and supporting the ex-

amination of individual and population-level data.

Limitations
First, our SDH classifier was trained using data from a single institu-

tion limiting its generalizability, although our data comprise input

from geographically distributed, rural and urban, academic and

non-academic EDs. Future work should focus on using corpus devel-

oped from multiple institutions or publicly available sources. Sec-

ond, our overall modest results may have resulted from data quality

issues in the documentation of SDH and/or inaccurate annotation.

Third, most approach this problem as a NER task but because we

approached the problem as a sentence labeling task, our experimen-

tal design does not allow for direct comparisons to previous work.

Future work may explore the proficiency of SDH identification as

an NER task. Fourth, our model performance may have been im-

proved by considering negation or by correcting misspelling in text;

we did not consider negation due to the fact that not all SDH studied

would have benefited from this addition (ie, “the patient denied

homelessness despite living in a tent in the woods”). Fifth, our pa-

tient population was comprised of those with MHSUD who fre-

quented the ED creating an overly positive dataset of SDH; these

records likely differ from the general population of a health system,

potentially compromising the generalizability of the classification

models. Furthermore, our data collection time period encompassed

the health system’s transition to a single EHR, and may have im-

pacted the quality and consistency of SDH documentation. Sixth,

we did not use a “holdout” dataset that was never used in model

training since we did not have the requisite volume of data to create

training, validation, and test sets and thus the observed model per-

formance may be inflated. If possible, future studies should use a

holdout set to estimate unbiased model performance. Seventh, we

did not explore other problem transformation approaches to MLL

such as classifier chains or label powerset. Eighth, to balance our

overly positive dataset we added negative sentences that were

reviewed by one annotator leading to the possibility of hidden SDH

among the negative. Ninth, there is limited ability to understanding

neural networks as they use a hidden layer for pattern recognition in

feature selection and thus full explanation of the Bi-LSTM results

are not possible at this time. For full transparency into feature selec-

tion and decision tree decisions future work could explore trans-

forming this problem into a multi-class classification task despite

the information loss risks.

CONCLUSION

We investigated 5 common ML models for the task of multi-label

classification of SDH using only clinical notes. Unlike previous

work, we evaluated our models sentence-level data that contained

multiple instances of SDH documentation, labels thus making sure

our models could be used for real-world SDH clinical decision sup-

port tasks. Our MLL approach is a first concrete step toward SDH

phenotyping across EHRs as SDH characteristics cross multiple

domains and future studies may approach SDH phenotyping as an

extreme MLL task. The study findings suggest that SDH prevalence

and the lexical diversity used to express a given SDH characteristic

have an impact on the performance of classification algorithms. Fu-

ture studies should explore the standardization of SDH collection

and computational methods that can effectively learn models of di-

verse rare features.
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