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A B S T R A C T   

AI has the potential to disrupt and transform the way we deliver care globally. It is reputed to be able to improve 
the accuracy of diagnoses and treatments, and make the provision of services more efficient and effective. In 
surgery, AI systems could lead to more accurate diagnoses of health problems and help surgeons better care for 
their patients. In the context of lower-and-middle-income-countries (LMICs), where access to healthcare still 
remains a global problem, AI could facilitate access to healthcare professionals and services, even specialist 
services, for millions of people. The ability of AI to deliver on its promises, however, depends on successfully 
resolving the ethical and practical issues identified, including that of explainability and algorithmic bias. Even 
though such issues might appear as being merely practical or technical ones, their closer examination uncovers 
questions of value, fairness and trust. It should not be left to AI developers, being research institutions or global 
tech companies, to decide how to resolve these ethical questions. Particularly, relying only on the trustworthiness 
of companies and institutions to address ethical issues relating to justice, fairness and health equality would be 
unsuitable and unwise. The pathway to a fair, appropriate and relevant AI necessitates the development, and 
critically, successful implementation of national and international rules and regulations that define the param
eters and set the boundaries of operation and engagement.   

1. Introduction 

Recent advances in computer science and data technologies are 
accelerating progress in artificial intelligence (AI), opening up exciting 
new possibilities in the field of healthcare. AI has the potential to disrupt 
and transform the way we deliver care globally. It is reputed to be able to 
improve the accuracy of diagnoses and treatments, and make the pro
vision of services more efficient and effective. In surgery, AI systems 
could lead to more accurate diagnoses of health problems and help 
surgeons better care for their patients. In the context of delivering 
healthcare in low-and-middle-income-countries (LMICs), AI could assist 
further. Access to healthcare still remains a global problem and the use 
of AI tools could help address this by facilitating access to healthcare 
professionals and services, even specialist services, for millions of peo
ple. For example, a combination of advanced AI tools and mobile 
technology could assist less experienced healthcare professionals with 
diagnosing and treating patients on the ground. This way patients 
around the world could have access to highly skilled and specialised 
care, which would not have been available to them otherwise. 

Integrating AI into healthcare promises a plethora of benefits for 
different populations. 

A number of practical and ethical issues considerations have already 
been identified in the literature that relate to the development and 
deployment of medical AI on the ground. Issues such as those of 
explainability and algorithmic bias might appear to be practical in na
ture but resolving them leads to questions of value, fairness and trust. In 
this paper, I seek to highlight these issues in the context of developing AI 
healthcare tools for use in LMICs. It is fair to acknowledge that these 
issues are neither new nor exclusive to medical AI. Yet, AI’s ability to 
deliver on its promises depends on their resolution. 

2. Explainability, algorithmic bias and trust 

Recent advances in computer and data sciences have led to a period 
of renewed spring for AI. One of the areas that stands to benefit is 
healthcare. AI is promising to positively disrupt the way healthcare is 
accessed and delivered by increasing the efficiency of healthcare sys
tems, improving the accuracy of diagnoses and effectiveness of 
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treatments, augmenting the capacities of healthcare professionals or 
relieving them from tasks that could be better performed by rational, 
tireless machines. 

Currently, the majority of AI tools are developed and trialled in 
higher income countries such as the UK and US, which have established 
healthcare systems and access to the technological infrastructure, large 
datasets and skilled workforce. Many of the AI health applications 
developed, however, could be relevant for populations around the 
world. The WHO recently noted that AI could help struggling healthcare 
systems better deal with the ever increasing costs of keeping populations 
healthy, and also help countries meet the OECD goal of universal access 
to healthcare (WHO 2021).1 AI could help optimise the delivery of 
vaccines and help health community health workers use their time more 
efficiently in trying to reach their populations. It could facilitate the 
remote diagnoses of skin injuries such as burns, and the prediction of 
perinatal complications such as birth asphyxia (Hadley et. al 2020).2 

Even in an area such as surgery which require access to highly skilled 
professionals and specific technologies, AI could still facilitate care ac
cess for populations in LMICs. AI systems that use deep learning to 
augment computer vision and technical skills could lead to more accu
rate diagnoses of health problems such as skin cancer, help surgeons 
perform more precise incisions during operations and follow the prog
ress of postoperative patients (Hashimoto 2018).3 Although, many 
countries still lack the necessary technological infrastructure to develop 
AI for themselves, cloud computing and the widespread use of smart
phones are nevertheless making it possible for such advancements to 
reach the most remote parts of the globe.4 

A number of ethical issues have already been identified regarding the 
introduction of AI in healthcare. Some relate on how AI might transform 
and disrupt care on the ground, including its impact on the doctor- 
patient relationship and the values of trust and empathy,5 the risk for 
a new type of paternalism as healthcare professionals are likely to defer 
decisions to AI tools,6,7 and of the dehumanisation of healthcare as more 
and more tasks will be outsourced to intelligent machines.8 Other issues 
relate primarily to the way the technology is developed and applied. 
These issues might appear as merely practical or technical problems that 
can be resolved by using the right techniques and technology develop
ment steps. And yet, the manifestation but also the resolution of these 
issues can have profound ethical components attached to them, and 
form the subject of this paper. Consider, for example, the problem of 
explainability or what is otherwise called, the ‘black box’ problem. This 
problem relates to AI tools that use deep learning and neural networks to 
optimise outcomes. Information in the form of data are fed to the AI 
(pictures of cancerous skin legions), which the system uses to ‘autono
mously’ learn and produces the correct outcomes (identify cancerous 
skin legions when presented with new pictures). Yet the ‘thinking pro
cess’ by which these outcomes are produced is not obvious to those who 
use the AI, or even to those who develop it. For this reason, when mis
takes are made, it is impossible to understand and investigate the reason 
for that mistake and rectify it. This can be particularly problematic in 
areas such as surgery where mistakes can have an immediate, and even 
tragic, impact on people’s health or their lives. It is possible, however, to 
use AI tools that do not fall foul of the explainability problem, such as 
those based on decision trees, a type of machine learning algorithm that 
can be interpreted by humans. Arguments have been made about the 
importance of being able to understand and explain the process by 
which certain decisions are made in healthcare.9 The decision, however, 
to refrain from using deep learning and neural networks in medical AI 
might result in decreased efficiency of these tools. Decreased efficiency 
in healthcare means not only higher economic costs but also costs in 
human lives saved. Therefore a value judgment needs to be made as to 
whether being able to explain AI-led decisions –thus retaining the ability 
to trace back the sources of error and eliminate them– is more important 
than the potential to save more lives and improve the wellbeing of more 
people by using more advanced, but less explainable, AI technologies. 

Another practical ethics issue, which is particularly relevant for the 

development of medical AI in LMICs, is the issue of algorithmic bias, 
errors built into AI systems based on incomplete or biased datasets that 
lead to unfair outcomes. For example, an AI tools used in the US to 
predict care needs of patients with complex health issues systematically 
underestimated the care needs of black patients.10 Addressing the issue 
of algorithmic bias can help ensure the clinical appropriateness and 
relevance of AI for the patients using it. Furthermore, it is important that 
AI tools used in healthcare do not sustain, perpetuate and exacerbate 
existing biases and inequalities embedded in healthcare tools, thera
peutics and systems that see certain groups receiving substandard or 
inappropriate care.11 Again, at its surface this problem appears to be a 
practical one. Algorithmic bias can be corrected by ensuring that AI tools 
are developed and trained using diverse and inclusive datasets, repre
sentative of the populations that stand to benefit from these applica
tions. Yet, achieving this objective is complicated not only in practical 
but also ethical ways. 

Once gaps in the datasets are identified, an organised effort will be 
necessary to ensure that data are collected from all relevant populations 
and communities, analysed and incorporated in the systems appropri
ately. Advances in data technologies in recent years, and the widespread 
use of mobile phones have facilitated the collection of data from a wide 
range of populations. However, the case remains that certain pop
ulations, such as women in LMICs, are still less likely to have access to 
mobile devices and the internet,12 and are therefore underrepresented in 
training datasets. AI developers building tools for universal use need not 
only to be cognisant of such data gaps, but also to take active steps to 
redress it. This might require actively targeting certain populations (e.g. 
through a research programme), and also ensuring that data remain up 
to date as developers continue to train and refine their algorithms. 
Reaching these populations is only one of the hurdles that needs 
addressing. The next important step is convincing them to submit their 
data to the research institutions and global corporations developing 
these technologies. This last step necessarily touches on ethical issues 
surrounding trust: if people trust the stakeholders who seek access to 
their data they are more likely to agree to permitting them access to their 
information. Distrust however, could severely hinder this effort, and 
lead to structural flaws in training datasets that result from levels of 
population distrust in major institutions. 

Trust, in the context of research is a complex and complicated rela
tionship, which operates in multiple levels simultaneously involving 
different moral actors, from individuals, to groups, to private companies 
and public institutions. The issue of trust is neither new nor uniquely 
related to medical AI development. Trust in biomedical research and in 
the context of LIMCs has been discussed in the bioethics literature.13,14 

Factors such as whether there is a personal relationship with the re
searchers, or the reputation of research institutions (positive or nega
tive) have shown to have an impact on reported trust.15 There is, 
however, a particular aspect of medical AI research and development 
that can bring a new dimension to the trust discussion. This is the 
participation of new type of companies in the development of AI tools 
for healthcare. The drive to developing data-driven healthcare tools and 
services, including medical AI, is attracting huge capital investment – 
which is increasingly dominated by large, private tech companies, such 
as Google and Amazon, which have access to vast amounts of data and 
the technological capacity to develop tools quickly. Empirical research 
conducted in Kenya regarding data sharing in health research has 
demonstrated that one of the main concerns of research stakeholders, 
including members of the public, is ensuring that the populations who 
contribute to scientific and technological advancements through their 
data should also benefit from these advancements.16 Similar concerns 
regarding justice and fairness have been voiced by populations in other 
parts of the world who have expressed their scepticism and often their 
distrust of private corporate interests that operate in the healthcare 
sector.17 Their main concern is that private corporations, the principal 
goal of which is the generation of profit, are less likely to act for the 
benefit of society as a whole. Furthermore, the fact that many 
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interventions are developed by such commercial companies means that 
study results are less likely to be published in academic journals, and 
thus less likely to receive academic scrutiny through peer review. A 
result of global companies racing to dominate this emerging area of 
healthcare is that medical AI tools are often employed on the ground 
with neither adequate evidence regarding their effectiveness, nor reg
ulatory and institutional safeguards.18 Moreover the profit motive 
means that such companies are more likely to target developing tools 
more relevant to higher-income markets, rather than focus on address
ing issues specific to LMICs. All these factors could have an impact on the 
level of trust LMIC populations might have in medical AI and the com
panies that are developing them. 

The solution to the issue of trust is not, or at least not only, to nudge 
companies towards becoming more trustworthy. Trustworthiness is a 
self-motivated and self-regulated attitude.19 As such companies can 
decide what trustworthiness should look like in their domain, and what 
is an appropriate way to demonstrate it. But they can also decide when 
trustworthiness stops being convenient or profitable, to the potential 
disbenefit of communities who may rely on their good intentions. For 
this reason, what is needed in LMICs, but also globally, is the intro
duction of rules, regulations and clear systems of accountability imposed 
by governments and international institutions such as the WHO. The 
involvement of international bodies is critical. Countries with limited 
resources and great healthcare needs could have limited bargaining 
power against powerful global companies, which are able to interfere 
with national health policies.20 Importantly, it should not be left to in
dividuals on the ground to ‘negotiate’ their relationships with com
panies looking to harvest their data. This is not to say that all autonomy 
should be taken away from individuals about who access their data and 
for what reason. Rather, the framework within which these negotiations 
happen need to be constructed at a higher level, and with the public and 
global good in mind. By developing and applying a regulatory frame
work that sets the boundaries of operation and engagement, and ensures 
that the rights and benefits of people on the ground are served and 
protected is more likely to lead to a situation where appropriate and 
beneficial AI is developed and deployed. 

3. Conclusion 

AI has the potential to transform the way that healthcare is accessed 
and delivered around the world. Populations in LMICs also stand to 
benefit from these technological advancements. Even in clinical fields 
such as surgery which require access to professional and technological 
expertise, AI could help bring these expertise closer to remote pop
ulations, who would not have had access to it otherwise. Yet, the ability 
of AI to deliver on its promises depends on successfully resolving the 
ethical and practical issues identified, including that of explainability 
and algorithmic bias. Even though such issues might appear as being 
merely practical or technical ones, their closer examination uncovers 
questions of value, fairness and trust. It should not be left to AI de
velopers, being research institutions or global tech companies, to decide 
how to resolve these ethical questions. Particularly, relying only on the 
trustworthiness of companies and institutions to address ethical issues 

relating to justice, fairness and health equality would be unsuitable and 
unwise. The pathway to a fair, appropriate and relevant AI necessitates 
the development, and critically, successful implementation of national 
and international rules and regulations that define the parameters and 
set the boundaries of operation and engagement. Establishing these 
rules and regulations is a precondition for ensuring that AI will be fit for 
the purpose of serving the public and global good. 
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