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Antimicrobial-resistant organisms (AMROs) can colonize people
without symptoms for long periods of time, during which these
agents can spread unnoticed to other patients in healthcare systems.
The accurate identification of asymptomatic spreaders of AMRO in
hospital settings is essential for supporting the design of interven-
tions against healthcare-associated infections (HAIs). However,
this task remains challenging because of limited observations of
colonization and the complicated transmission dynamics occurring
within hospitals and the broader community. Here, we study the
transmission ofmethicillin-resistant Staphylococcus aureus (MRSA), a
prevalent AMRO, in 66 Swedish hospitals and healthcare facilities
with inpatients using a data-driven, agent-based model informed
by deidentified real-world hospitalization records. Combining the
transmission model, patient-to-patient contact networks, and sparse
observations of colonization, we develop and validate an individual-
level inference approach that estimates the colonization probability
of individual hospitalized patients. For both model-simulated and
historical outbreaks, the proposed method supports the more accu-
rate identification of asymptomatic MRSA carriers than other tradi-
tional approaches. In addition, in silica control experiments indicate
that interventions targeted to inpatients with a high-colonization
probability outperform heuristic strategies informed by hospitaliza-
tion history and contact tracing.

antimicrobial resistance | asymptomatic colonization | healthcare-
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Antimicrobial-resistant (AMR) organisms (AMROs) remain
a leading cause of healthcare-associated infections (HAIs)

(1–4). Because of a lack of effective treatment and high-mortality
rates, the prevalence of existing and emerging drug-resistant agents
continues to impose a heavy burden on healthcare systems globally
(5). The World Health Organization declared antimicrobial resis-
tance is one of the top 10 global public health threats facing hu-
manity (6). In the United States alone, more than 2.8 million AMR
infections occur each year, resulting in over 35,000 deaths (7). In
Europe, among participating countries in the European Anti-
microbial Resistance Surveillance Network (EARS-Net), 29 of
30 countries reported the occurrence of antimicrobial resistance
among all eight bacterial species tracked by the EARS-Net
during 2019 (8). The burden of AMR infections is even higher
in low- and middle-income countries (9). Currently, five AMROs
(carbapenem-resistant Acinetobacter, Candida auris, and Clos-
tridioides difficile; carbapenem-resistant Enterobacteriaceae; and
drug-resistant Neisseria gonorrhoeae) are highlighted as urgent
threats by the US Centers for Disease Control and Prevention
(CDC) (2), with a dozen other agents listed as serious threats,
including methicillin-resistant Staphylococcus aureus (MRSA)
(10–12).
In hospital settings, AMR infections are difficult to eliminate

because of the existence of asymptomatic colonization (13–19).
While most colonized patients do not experience infections, they
can transmit AMROs to other patients and contaminate the en-
vironment in healthcare facilities (20). For instance, in two hos-
pitals in the United Kingdom, undetected MRSA carriers were
estimated to be the source of 75% of total transmission events in

general wards (21). As a result, successful HAI control relies on
the accurate and timely identification of asymptomatic AMRO
spreaders (22, 23). In practice, however, sparse observations of
colonization due to insufficient testing limit our ability to track
transmission events, which are typically unobserved. In addition,
community importation (24–26) and multiple modes of transmis-
sion in hospital [e.g., direct contact transmission (2) and environ-
mental contamination (27, 28)] further complicate the detection of
AMRO carriers. Although AMRO colonization in clinical settings
has been linked to a number of risk factors, such as recent hos-
pitalization and antibiotic use (29, 30), colonized patients without
these risk factors may still be under detected and shed AMROs
(31). Without improved identification methods, the asymptomatic
carriage of AMROs constitutes a major barrier to effective con-
tainment of HAIs.
Mathematical modeling has been widely used to investigate

and understand the transmission dynamics of AMROs (32–37) and
guide the development of intervention measures against HAIs in
healthcare systems (22, 23, 38–42). A number of approaches have
been developed to estimate population-level transmission charac-
teristics, including nosocomial transmissibility and importation rates
from the community (43–46). In addition, several studies have used
individual-level observations to infer the origin of a simulated
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outbreak using a susceptible, infected, and recovered model in a
contact network (47–49). Despite these advances, it remains chal-
lenging to efficiently estimate patient AMRO colonization proba-
bilities at the individual level using personal diagnostic information
on colonization.
In this study, we develop and validate an individual-level in-

ference method that supports the improved identification of
AMRO carriers and apply this method to an outbreak of MRSA
in 66 Swedish hospitals and healthcare facilities with inpatients,
henceforth “Swedish healthcare facilities” (Materials and Methods).
Using deidentified real-world hospitalization records, we construct
an agent-based model in a time-varying patient-to-patient contact
network to simulate MRSA transmission within hospitals. To
better represent realistic transmission processes, we incorporate
components of direct contact transmission, environmental con-
tamination, and community importation into the model dynam-
ics. The inference method propagates information from limited
observations of colonized patients across the contact network
and provides the estimates of colonization probability for each
individual. For both model-generated and historical outbreaks,
the proposed method more accurately identifies MRSA coloni-
zation than traditional approaches informed by hospitalization
history and contract tracing. Additionally, interventions targeted
to the inferred, high-probability MRSA carriers yield the greater
identification of colonized patients and better control of the
transmission in control simulation experiments.

Results
Modeling MRSA Transmission. We use a data-driven, agent-based
model informed by real-world patient movements to simulate
outbreaks of MRSA. For the model, we construct a time-varying
contact network using the hospitalization records from 66 Swedish
healthcare facilities (46, 50). Patients staying in the same ward
simultaneously are connected in the network, as shared healthcare
workers (HCWs) within the ward may facilitate transmission be-
tween patients. This patient-to-patient contact network is updated
on a daily basis, following the flow of new admissions, discharges,
and patient transfers within the hospital network.
To represent actual transmission processes within the health-

care setting, several factors must be considered: transmission due
to person-to-person contact, environmental contamination of the
healthcare facility, and importation from outside the healthcare
facility. In the agent-based model, we incorporate all three processes
(Fig. 1A). Specifically, patients in hospital are either susceptible

individuals who are free of MRSA (S) or colonized individuals
who carry the bacterium (C). Each new admission from the com-
munity is colonized with a given probability. Within hospitals, a
susceptible patient can be colonized through direct contact with
an MRSA carrier, indirect contact mediated by HCWs, or through
a contaminated environment (e.g., surfaces, objects, and medical
instruments) in the ward where the patient stays. We treat the
ward environment as a vector of MRSA transmission: Each colo-
nized patient in a ward contributes to the environmental force of
infection in that ward, which decays over time. Colonized patients
return to the susceptible state at a spontaneous decolonization rate,
or they are tested and observed with an observation rate. We pre-
sent details of the model structure in Materials and Methods and
provide model description using a modified Overview, Design
concepts, and Details framework (51) in SI Appendix.
Each node of the time-evolving network is a patient. In sto-

chastic agent-based model simulations, the patient state is binary
(i.e., either S or C); however, for the transmission dynamics rep-
resented here, we instead quantify the evolution of the probability
of each individual i currently being in each state. Here, Sti and Ct

i
represent the probability of individual i being susceptible and col-
onized on day t. If the states of neighbors in the contact network
are independent, the evolution of Sti and Ct

i can be described by the
following mean-field equations (see details in SI Appendix):
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Here, α is the patient decolonization rate, β is the baseline trans-
mission rate, ri is the ward in which patient i resides, nri is the
occupancy of ward ri, «tri is the environmental force of infection in
ward ri, θ is the baseline environmental contamination coefficient,
D is the mean environmental decolonization period, and ∂i is the
set of patients in contact with patient i on day t. For networks
without loops, the colonization probability computed using Eqs.
1–3 is in agreement with the result obtained through a large

A

B

C

Fig. 1. Structure of the agent-based model and MRSA outbreak in 66 Swedish healthcare facilities. (A) Schematic of the transition dynamics between the
susceptible (S) and colonized (C) states for each individual in the agent-based model. The parameters γ, β, «, and α are the importation rate, transmission rate,
environmental force of infection, and patient decolonization rate. (B) Weekly incidence of patients testing positive with UK EMRSA-15. (C) An example of the
patient-to-patient contact network in Swedish healthcare facilities during 1 wk. Nodes represent individual patients in the hospital who are connected in the
contact network when residing in the same room on the same day. Node color represents the number of connections for each individual. Blue indicates a
node that has a small number of connections, whereas red indicates a node has a large number of connections.
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number of model simulations. For real-world contact networks
with short loops, clustering is unlikely to significantly affect the
accuracy of Eqs. 1–3 (52, 53). To initialize the system, new ad-
mitted patients are colonized with an importation rate γ. We use
the above equations to track the evolution of patient colonization
probability at the individual level within the time-evolving network.
Each day, colonized patients in the hospital are observed with ob-
servation rate ρ. Note that in both the agent-based model and the
mean-field equations, we assume a common infectiousness for all
colonized patients and a common initial probability of colonization
γ for all new admitted patients.
In this study, we focus on the transmission of the most prev-

alent MRSA strain, UK EMRSA-15, in the network of Swedish
healthcare facilities during a 6-y period (46). During this time, 289
patients tested positive for this strain (Fig. 1B). The hospitaliza-
tion records for all patients are available, from which we construct
the real-world patient-to-patient contact network. Individuals in
the contact network have highly variable numbers of connec-
tions, which results in a highly heterogeneous network structure
(Fig. 1C). The hospitalization history for confirmed MRSA
carriers is shown in SI Appendix, Fig. S1.

Identifying Asymptomatic Carriers. The identification of asymp-
tomatic carriers is important for the containment of MRSA. In a
previous study, we demonstrated that, by using parameters esti-
mated from incidence numbers aggregated across all patients, an
agent-based model can reproduce observed population-level,
epidemic curves in free simulations (46). However, to obtain a
more precise colonization probability for each patient, an inference
system that utilizes individual-level, diagnostic information is needed.
This task is particularly challenging, as observations of colonization
are highly sparse, relative to the total number of patients in hospital.
To address this challenge, we develop a sequential, individual-

level inference (SILI) algorithm to estimate model states. With
this algorithm, in order to supplement the sparse data and thus
better constrain the model, we use a backward temporal prop-
agation process that augments the limited, observed information
by inferring the colonization probability of confirmed carriers prior
to their diagnoses. Using this augmented information, we can es-
timate the colonization probability for each individual in hospital.
We begin at the start of the observed record and sequentially
update the model states using the augmented data. During this
process, information from past and future observations propagates
in the contact network and reaches individuals with no observa-
tions. This expanded information is used to constrain the states Sti
and Ct

i of unobserved individuals. An illustration of the inference
framework is shown in SI Appendix, Fig. S2. Details and the
pseudocode of the SILI algorithm are reported in Materials and
Methods and SI Appendix.

Validation of Inference Using Synthetic Outbreaks. We first validate
the SILI inference using model-generated outbreaks, for which
all colonized patients are known. Specifically, we generated a 52-wk
outbreak using the stochastic, agent-based model with a pre-
scribed set of parameters (SI Appendix, Table S1) and binary
state conditions, and the output observed colonized individuals
and the time of diagnosis. In total, only 91 cases were observed in
the hospital during this simulation. All three modes (i.e., importation,
contact transmission, and environmental transmission) contribute to
the emergence of colonization, with contact transmission playing
a major role (SI Appendix, Fig. S3).
We next used the synthetic observations and a two-step proce-

dure to infer the colonization probability of each patient in hospital.
First, we used population-level case numbers aggregated every 4 wk
to estimate model parameters. We employed an iterated filtering
(IF) method developed for agent-based models, which estimates
parameters in a series of iterations (46) (Materials and Methods).
With each iteration, model parameters are updated toward the

actual values used in generating the synthetic outbreak (Fig. 2A).
Certain estimates (e.g., D, the mean environmental decoloniza-
tion period) have a small bias, as the model dynamics are less
sensitive to those parameters. However, as we show later, perfor-
mance of the inference is robust to such estimation bias. Second,
we used the estimated parameters and individual-level observa-
tions in the SILI algorithm to infer the colonization probabilities of
all patients. We ranked patients present in the hospital in week 52,
according to their estimated colonization probability, and compare
the performance of the SILI algorithm in identifying asymptomatic
spreaders with several other approaches: 1) free model simulation
using inferred parameters without individual-level information; 2)
length of stay in hospital; 3) number of total person–day contacts;
4) contact tracing to identify patients who have had direct contact
with observed cases; and 5) a multivariate logistic regression model
that uses the length of stay, number of total contacts, and number
of contacts with observed cases as predictors (SI Appendix).
We use the receiver operating characteristic (ROC) curve to

compare identification accuracy. Methods that more accurately
identify MRSA carriers have a larger area under the ROC curve.
The SILI algorithm outperforms the other competing methods
(Fig. 2B). Contact tracing is effective for patients who have inter-
actions with observed cases but can only identify about 600 pa-
tients. The logistic regression model outperforms the other factors
individually but still underperforms the SILI algorithm. Unlike
the logistic regression model, the SILI algorithm incorporates the
transmission dynamics depicted by the agent-based model, which
likely improves its inference performance. We further compare
the number of identified carriers by screening a given number of
patients selected by different approaches (Fig. 2C). The SILI al-
gorithm performs substantially better than other methods by
identifying over 70% of carriers (286 out of 403) in the hospital
during week 52 by screening 10% of patients (1,000 out of 9,812).
We also demonstrate a consistent, superior identification of col-
onized patients by the SILI algorithm throughout the 52-wk period
(SI Appendix, Fig. S4). Analyses for two other synthetic outbreaks,
each with a different dominate mode of colonization, yield similar
results (SI Appendix, Figs. S5 and S6). Note that, for the outbreak
primarily driven by importation (SI Appendix, Fig. S5), the per-
formance of all methods is degraded as the majority of colonized
patients are admitted randomly from the community. Such highly
stochastic dynamics limits the ability to infer asymptomatic carriers.
We further performed inference using a synthetic outbreak with

both positive and negative observations (SI Appendix). The in-
ference framework allows the incorporation of positive and neg-
ative test results, as well as test sensitivity and specificity, if this
information is available (SI Appendix). The SILI algorithm again
outperforms other ranking approaches when the information of
negative tests is included (SI Appendix, Fig. S7).

MRSA Outbreak in Swedish Healthcare Facilities. We apply the SILI
inference to the real-world MRSA outbreak in 66 Swedish health-
care facilities spanning 320 wk. Unlike the synthetic outbreaks, the
actual colonization states of the unobserved patients are un-
known. To circumvent this difficulty, we took an indirect ap-
proach. For each week t (t> 52), we use hospitalization records
and observations within a sliding time window from week t − 52
to week t − 1 to estimate model parameters and infer colonization
probabilities for all patients in week t − 1 using the SILI algorithm.
We then integrate Eqs. 1–3 to week t and compute the coloniza-
tion probability for each hospitalized patient during week t. If the
inference method is accurate, the observed cases should have a
higher colonization probability than most of other patients present
in hospital. Note that colonization probability is obtained using
only information prior to the confirmation of observed cases. We
additionally ranked the colonization risk for all patients each week
using five other competing methods (free simulation, length of
stay, number of contacts, contact tracing, and multivariate logistic
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regression), informed by hospitalization history during the same
time window (SI Appendix).
To examine whether the inference algorithm can better identify

confirmed cases, we screened top-ranked patients selected by
each approach and calculated the percentage of identified carriers
among all ascertained cases. In Fig. 3, we compare the cumulative
percentage of identified, positive cases among high-risk patients
ranked by different approaches. As estimated in a previous study
(46), the majority of confirmed cases in Swedish healthcare facil-
ities were imported. Indeed, a substantial proportion of MRSA
cases in Sweden were imported from abroad because of travel and
healthcare contact in foreign countries (54, 55). As a result, only a
small proportion of confirmed cases can be tracked by any of the
inference methods. The SILI algorithm is the most accurate: 30%
of positive cases can be identified by screening the 10% of patients
ranked at highest risk. Simulation, length of stay, number of con-
tacts, and the multivariate logistic regression are less accurate, but
the majority of positive cases are still ranked within top 50%.
This is in line with previous findings showing that long-term
hospitalization is associated with the increased risk of coloniza-
tion and infection with AMROs (29, 30). Contact tracing can
identify only 25% of positive cases, as many observed cases have no
direct contact with other observed cases. However, contact tracing
outperforms the SILI algorithm for patients who had contacts with
an identified case. This superior performance of contact tracing is
possibly due to the biased observation process (i.e., in healthcare
systems testing is often preferentially performed on close contacts
of identified cases). As a result, the ascertained, colonized patients
(i.e., the “ground truth” in Fig. 3) are likely biased to individuals
who have had contacts with colonized patients, which circularly
advantages the contact-tracing approach.

The performance of the SILI algorithm degrades for patients
ranked below 50%, possibly because of imported cases that cannot
be effectively identified by inference. An ensemble approach draw-
ing on multiple predictors, including the SILI algorithm, contacts
with identified cases, and other risk factors, could potentially
further improve identification; we leave such analysis for future
study.

Targeted Control Experiment. Given the individual-level hetero-
geneity in colonization risk, control measures targeted to inpa-
tients with a higher chance to be asymptomatic spreaders could
more effectively reduce MRSA-related HAIs. To evaluate whether
the SILI algorithm can support improved control, we ran a set of
control experiments using the agent-based model and compared
targeted interventions informed by different approaches, specifi-
cally, the SILI algorithm, length of stay, total number of contacts,
contact tracing, free model simulation, and logistic regression.
The alternate methods use information that is widely available in
electronic healthcare records and have been used in clinical
settings to evaluate patient colonization risk.
To mimic a realistic MRSA outbreak, we calibrated the model

parameters to the real-world incidence numbers every 4 wk. For
each consecutive 4-wk interval after week 52, we used case num-
bers in the sliding time window of the prior 52 wk to estimate the
latest parameters (SI Appendix, Fig. S8). Those posterior param-
eter estimates were then used to simulate the 4-wk interval. The
52-wk time window was then slid forward 4 wk, and the process
was repeated. The simulated outbreak reproduces observed MRSA
incidence (Fig. 4A).
For the control experiments, we implemented targeted inter-

ventions informed by the SILI algorithm and other competing
methods to reduce transmission in the simulated outbreak. Every

BA

C

Fig. 2. Inference of MRSA carriers in a model-simulated outbreak. (A) Inferred distributions of key epidemiological parameters (boxes and whiskers,
interquartile, and 95% CI) and the actual values (horizontal dash lines) used in generating the synthetic outbreak. Distributions are presented for 20 iterations
of the parameter inference using iterated filtering. The parameters β, γ, θ, and D are the baseline transmission rate, importation rate, baseline environmental
contamination coefficient, and the mean environmental decolonization period. (B) The ROC curves for the identification of MRSA carriers using different
methods at week 52. The ROC curve for contact tracing is incomplete, as it can only reach a subset of patients who have had contact with observed cases. (C)
The number of MRSA carriers identified by screening a given number of patients using different approaches at week 52. The total number of carriers in the
hospital is 403. The inference was performed for a simulated outbreak, with the majority of cases colonized within hospital because of person-to-person
contacts. Results for a synthetic outbreak with most cases being imported, similar to the situation in real-world Swedish healthcare facilities, are provided
in SI Appendix, Fig. S5.
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4 wk, after each sliding 52-wk window, we selected 1% of patients
present in the hospital (around 100) with the highest-colonization
risk, ranked by the different approaches. The selected, high-risk
individuals were screened and put into isolation in the following
4 wk if they remained hospitalized. During isolation, the targeted
individuals will neither be colonized nor transmit MRSA to other
patients. We track the numbers of observed incidence and all
colonized patients during the 320-wk period under each control
strategy and compare them with the outcomes without any
control.
We performed 100 realizations for each control experiment

and display the distributions of observed incidences and total
colonization in Fig. 4 B and C. The SILI algorithm informs the
most effective, targeted control and significantly outperforms the
other approaches (Mann–Whitney U test). By isolating just 1%
of patients in hospital every 4 wk, incidence and colonization are
reduced 40 and 12%, respectively, compared with the no-control
scenario. In contrast, interventions based on the length of stay,
total number of contacts, contact tracing, model simulation, and
regression reduced incidence by 19, 7, 1, 33, and 13% and coloni-
zation by 6, 3, 0, 10, and 4%. Note that, as a considerable number of
colonized patients were discharged shortly after hospitalization,
they are less likely to be diagnosed in hospital. As a consequence,
the reduction of colonized patients is less pronounced than ob-
served cases. The effect of contact tracing is rather limited be-
cause of the existence of a large number of undetected, asymptomatic
carriers.
Another set of control experiments screening 5% of hospi-

talized patients every 4 wk (around 500) yielded similar results
(Fig. 4 D and E). By targeting more individuals, the benefits of
the interventions based on length of stay, number of contacts,
and free simulation are substantially improved. While these ap-
proaches are less accurate in locating asymptomatic carriers, they
can identify patients who suffer a higher risk of colonization. The
isolation of such patients could disrupt the contact network and
block potential transmission pathways. However, this improve-
ment requires four more times of testing, which could impose a

heavy strain on healthcare resources. The marginal benefit of
screening more patients (5%) for the SILI algorithm is more
limited—the remaining, unidentified carriers are possibly im-
ported randomly from the community and cannot be accurately
located unless a universal screening at admission is implemented.
However, the SILI algorithm still significantly outperforms the
alternate intervention approaches. We further tested the per-
formance of weekly targeted control and found that the strategy
informed by the SILI algorithm again outperforms other meth-
ods (SI Appendix, Fig. S9).

Discussion
In this study, we demonstrate that the accurate identification of
asymptomatic carriers of MRSA can inform more cost-effective
control measures in the hospital. We develop and validate an
individual-level inference system for agent-based models using
sparse observations of MRSA carriers. Unlike intervention ap-
proaches based on length of stay, total number of contacts, and
contact tracing, the inference system additionally represents trans-
mission dynamics among patients and interactions with the com-
munity and hospital environment. This fuller representation of the
disease transmission process appears to support the more accurate
estimation of colonization probabilities. The contributions of this
study are multiple. First, by combining electronic healthcare records
and data-driven, mathematical modeling, we address the press-
ing need to control HAIs caused by MRSA in hospital settings
and develop a more cost-effective, better-targeted intervention
strategy. Second, we develop an efficient, individual-level inference
method that is applicable to large-scale, agent-based models with
limited observations. This methodological advance could expand
capabilities for studying disease transmission and other individual-
level systems. With proper modifications, the inference framework
can be generalized to other AMROs and infectious diseases and,
more broadly, to other systems using agent-based models. Un-
documented infections play a substantial role in the spread of a
range of infectious diseases, including COVID-19 (56), influenza
(57), and other respiratory diseases (58). The inference framework
developed here does not depend on specific model dynamics and
thus can be flexibly adapted for use with other infectious diseases.
In addition, the algorithm is computationally efficient and can be
scaled up for the estimation of unobserved spreaders in large
populations.
Here, we have tested an inference methodology in silica and

compared its accuracy with alternative approaches. Ultimately,
the algorithm could be operationalized for use in real-world clin-
ical settings. Such application will require formal evaluation, as the
inference method needs further refinement and validation in real-
world hospital settings, through the active sampling of identified
high-risk patients. However, the implementation of the algorithm
and full-model inference system is feasible. The method is com-
putationally efficient and uses only hospitalization records and
laboratory test results for AMROs, which are readily available from
electronic healthcare records.
Several limitations exist in this modeling study. First, we did

not differentiate the relative transmission rates among different
types of wards (23, 59), whose information is not available in the
Swedish hospital dataset. Were such information available, we
could define separate transmission rates by ward, based on relative
infection risk. In addition, we also did not allow certain parame-
ters, such as infectiousness and importation rate, to vary among
patients. Second, personal risk factors associated with increased
colonization risk (e.g., medical procedures, antibiotic use, etc.)
were not provided with the dataset (29, 30). Such factors could
inform the prior colonization probability for each individual and
potentially further improve the accuracy of inference. Lastly, we
used the same model to generate outbreaks in control experiments
and perform inference. As a result, the effects of the inference-
guided intervention could be overestimated. However, given the

Fig. 3. Percentage of observed carriers identified by screening high-risk
patients selected using different methods. For each observed MRSA car-
rier, we use different approaches to estimate the colonization risk of all
patients present in hospital during the week of confirmation and rank pa-
tients according to the estimated colonization risk (from high to low). We
screen the top-ranked patients selected by each approach and calculate the
percentage of identified carriers among all confirmed cases. Results are
compared for the SILI algorithm, free simulation, length of stay, total
number of contacts, contact tracing, and multivariate logistic regression.
Only 25% of confirmed cases can be reached through contact tracing, as
others have no direct contact with other observed cases.
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superior performance of the SILI algorithm for real-world data
(Fig. 3), the agent-based model should not be heavily misspecified.
In this study, we did not consider the effects of test sensitivity

and specificity due to a lack of information on the testing platforms
utilized. However, evidence shows that tests for MRSA generally
have high specificity but moderate sensitivity (85 to 90%) (60, 61),
indicating that 10 to 15% of carriers would yield false-negative
outcomes. As these missed positives are undetected spreaders who
could facilitate onward transmission, including test performance
in the inference system will be crucial. Particularly, for the SILI
algorithm, false negatives compromise inference accuracy by
erroneously assigning low-colonization probability to undetected
spreaders. This error can propagate to their close contacts and
other patients, undermining inference accuracy for a large number
of individuals.
The complex transmission dynamics and ecology of AMROs

complicate the design of optimal control measures. Our results using
synthetic outbreaks indicate that outbreaks dominated by different
modes of colonization may need distinct control strategies. For in-
stance, if the majority of colonization occurs via person-to-person
contact in the hospital, the inference algorithm can effectively
identify transmission sources (Fig. 2 B and C). However, with

more colonized patients imported from the community, our ability
to locate sources of infection within the hospital is compromised
(SI Appendix, Fig. S5). Under this condition, screening at admis-
sion plus the protection of high-risk patients would support better
control outcomes. A framework to systematically evaluate and se-
lect the optimal combination of interventions is needed.

Materials and Methods
Data. The MRSA dataset contains 2,041,531 deidentified hospitalization re-
cords (admission, discharge, and location) for 743,599 distinct patients from
66 healthcare facilities in Stockholm County, Sweden. Data were collected
during 3,500 continuous days from 2000 to 2010. For patient privacy pro-
tection, the exact dates were not reported. Individual diagnostic records for
patients who tested positive for MRSA are also available, which provide the
relative date of confirmation and strain of MRSA. Diagnosis was performed
on patients with symptomatic infections, as well as asymptomatic patients in
contact with positive cases. In this study, we focus on the most prevalent
strain, UK EMRSA-15 (289 cases). We limit our analysis to a period of 320 wk
with reported United Kingdom EMRSA-15 incidence.

Transmission Model. The contact network within a collection of hospitals is
represented by a time-varying graph constructed using the actual hospital-
ization records. In this contact network, nodes represent uniquely labeled

A

B C

D E

Fig. 4. Retrospective control experiment in 66 Swedish healthcare facilities. (A) Observed incidence every 4 wk (red crosses) and corresponding distributions
generated from simulated outbreaks using the inferred parameters (boxes and whiskers, interquartile, and 95% CI). The calibrated model reproduces the ob-
served incidence in Swedish healthcare facilities during a 6-y period. Results are obtained from 300 simulations. (B and C) Distributions of the observed incidence
and total colonization by isolating 1% of patients in the hospital, selected by different methods every 4 wk. Results are obtained from 100 independent control
experiments. Asterisks indicate statistical significance that the SILI algorithm outperforms other approaches, obtained from the Mann–Whitney U test (***
p<10−5, ** p< 0.005, and * p< 0.05). (D and E) Results for isolating 5% of patients in the hospital, selected by different methods every 4 wk.
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patients, connected by undirected links among individuals sharing the same
ward. HCW-mediated contacts between patients facilitate the transmission
of MRSA. We model HCW-mediated transmission indirectly by assuming that
MRSA can spread between all pairs of patients staying in the same ward at
the same time. The colonization of patients may spillover to contaminate
the environment, resulting in the indirect transmission to patients admitted
to the same ward at a later time. Nosocomial transmission interacts with the
community through the admission and discharge of colonized patients.

Individuals are classified into two categories: susceptible (S) and colonized
(C). Within hospital, transitions between these states are governed by model
transmission dynamics. 1) Contact transmission: A susceptible individual i can
be colonized, with probability β=(nri − 1) per day, upon contact with a col-
onized person j who is directly linked to i in the contact network. Here, nri is
the capacity of the room in which patient i resides. We use a frequency-
dependent transmission model (62) as the chance of person-to-person con-
tact decreases in larger rooms (with the denominator set to nri − 1 in order
to exclude the focal patient). 2) Environmental contamination: Each colo-
nized patient in a given room contributes a daily θ=nri increment to the
environmental force of infection «ri. Meanwhile, «ri decays to 1=D of its prior
value per day. A susceptible individual in room ri becomes colonized with
probability «ri because of environmental contamination. 3) Community im-
portation: For new admissions, patients are colonized with a probability γ.
Colonized patients become susceptible, with a decolonization rate α. Each
day, colonized patients in the hospital may be observed with a probability ρ.
In reality, some model parameters may differ from person to person. To
account for this variability, parameters α and ρ, for each individual, are
randomly drawn from uniform ranges obtained from prior literature (SI
Appendix, Table S1). We varied the parameters β (the baseline transmission
rate), γ (the importation rate), θ (the baseline environmental contamination
coefficient), and D (the mean environmental decolonization rate) to adjust
MRSA transmission dynamics. Transmission, importation, and decolonization
are all run stochastically, according to predefined probabilities.

Inference Algorithm. In the SILI algorithm, an ensemble of system states, which
represent the distribution of probabilities Sti and Ct

i for all patients, are se-
quentially adjusted using individual-level, diagnostic information. This ad-
justment, developed based on the Bayes’ rule, is applied weekly following
model initialization. Each week t, three procedures are used to constrain the
model state. 1) Backward temporal propagation: For each patient i tested
for MRSA carriage at some later week, we infer his/her colonization prob-
ability at week t. Using Eqs. 1–3, we calculate the likelihood of observing the
reported cases at some later week given that patient i is colonized at week t.
Together, with the prior probability for patient i being colonized at week t,
the posterior colonization probability for patient i at week t is computed. 2)

Covariability adjustment: Using the inferred colonization probability, we
adjust the states of observed carriers’ neighbors based on the covariability
between their colonization probabilities, which arises from dynamical cou-
pling before week t. 3) Forward propagation: We integrate the model to
week t + 1 using the updated states. This sequence of procedures uses in-
ference and dynamic simulation to augment the sparse observations back in
time and propagates information to individuals without observations. An
illustration of the SILI algorithm is shown in SI Appendix, Fig. S2. The
pseudocode is provided in SI Appendix. In this study, 100 ensemble members
were used in the SILI algorithm.

Parameter Estimation. We used a statistical filtering technique to infer epi-
demiological parameters within the agent-based model using aggregated
incidence numbers (46). Using an equation-free approach (63), the algorithm
repeatedly applies an efficient data assimilation method, the ensemble ad-
justment Kalman filter (EAKF) (64), within an IF framework (65–67), such
that the system parameters are gradually adjusted toward their true values.
The EAKF algorithm is an efficient data assimilation technique that has re-
cently been used in infectious disease forecasting and inference (68, 69).
Specifically, it is applicable to high-dimensional, infectious disease models
(70–72). The IF framework proceeds as follows: An ensemble of system
states, which represent the distribution of parameters, are repeatedly ad-
justed using the EAKF in a series of iterations, during which the variance of
the parameters is gradually tuned down. In the process, the distribution of
parameters is iteratively optimized per observations and narrowed down to
values that achieve maximum likelihood. This IF-EAKF framework has been
used to infer epidemiological parameters for MRSA outbreaks in Swedish
healthcare facilities (46) and COVID-19 transmission in China (56). In our
implementation, because of the limited number of observations, we cali-
brated model parameters to incidence numbers summed every 4 wk. We
used 300 ensemble members and ran the EAKF for 20 iterations. Details can
be found in ref. 46.

Data Availability. Public sharing of the hospitalization records and MRSA
diagnostic data is not permitted by its owner, Stockholm County Council.
However, for reproducing the synthetic analysis, we have deposited the code
and an example contact network at GitHub, https://github.com/SenPei-CU/
MRSA_inference. All other study data are included in the article and/or
SI Appendix.
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