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Abstract
Coronavirus disease is communicable and inhibits the infected person’s immune system. It belongs to the Coronaviridae fam-
ily and has affected 213 nations and territories so far. Many kinds of studies are being carried out to filter advice and provide 
oversight to monitor this outbreak. A comparative and brief review was carried out in this paper on research concerning the 
early identification of symptoms, estimation of the end of the pandemic, and examination of user-generated conversations. 
Chest X-ray images, abdominal computed tomography scan, tweets shared on social media are several of the datasets used by 
researchers. Using machine learning and deep learning methods such as K-means clustering, Random Forest, Convolutional 
Neural Network, Long Short-Term Memory, Auto-Encoder, and Regression approaches, the above-mentioned datasets are 
processed. The studies on COVID-19 with machine learning and deep learning models with their results and limitations are 
outlined in this article. The challenges with open future research directions are discussed at the end.
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1  Introduction

In the fight against the COVID-19 pandemic, humanity’s 
Achilles’ heel has been the inability to evaluate at scale. The 
coronavirus pandemic has spread quickly, infecting millions 
of people in many countries and bringing economic activ-
ity to a halt as countries placed stringent travel restrictions 
to halt the virus’s spread. The upsurge in the spreading of 
covid-19 has resulted in nearly 184 million cases worldwide 
until July 20211. The virus has been named Severe Acute 
Respiratory Syndrome Coronavirus 2 (SARS-CoV-2) by the 
International Committee on Virus Taxonomy (ICTV), which 

is spreading coronavirus infection. As shown in Fig. 1, pres-
ently, the United States of America is the worst-hit country 
with a total number of cases reaching 34 million, while India 
is the second worst-hit country with a total of 30 million 
cases. Fig. 2 depicts the total number of India’s cases with 
30,585,229 counts till 5th July 2021. Fig. 3 shows India as 
the most affected country by the exponential growth of death 
cases due to Coronavirus. This pandemic has left many peo-
ple and families in torment. Fig. 3 (a) shows the average 
death count in India, and Fig. 3 (b) an average number of 
cases till 5th July 2021.

The crisis emphasizes the need for immediate action to 
mitigate the pandemic’s health and economic effects, pro-
tect vulnerable communities, and lay the groundwork for a 
long-term recovery [1, 2]. Different people have different 
symptoms due to this virus. Various guidelines have been 
issued by World Health Organization (WHO). For example, 
compulsory protective masks, lockdown in the country, fre-
quently washing hands, maintaining a minimum distance 
of two feet, and Personal Protective Equipment (PPE) for 
doctors and nursing staff to tackle this virus. 

According to the guidelines [3], covid-19 is primarily 
transmitted human-to-human through oral and respira-
tory aerosols and droplets ejected when an infected person 
coughs. Other sources include touching an infected object 
or surface. Signs and symptoms of covid-19 may appear 2 
to 14 days after exposure to the virus. Some of the symp-
toms are respiratory problems, sore throat, cough, and fever. 
The spread of coronavirus can be controlled by early detec-
tion of these symptoms so that they can be treated on time. 
Many researchers have conducted different experiments that 
supported the clinical tests in diagnosing the disease at a 
very early stage [4]. Various approaches such as Big data, 
Artificial Intelligence, Deep Learning, and Machine learn-
ing are being applied to a colossal amount of data related to 
covid-19 [5–7].

Coronavirus has the propensity to infect people in mul-
tiple waves. Some countries which initially successfully 
curbed the spread of the covid-19 outbreak are now report-
ing a new resurgence of cases. Fig. 4 shows the countries 
like Italy, Russia, the USA, and the UK are facing mul-
tiple waves of covid-19 outbreak. Italy and Russia have 
faced much stronger second and third waves as can be 
seen from Fig. 4 (a) and (b). Russia is still in its peak of 
the third wave. Fig. 4 (c) shows that US is just coming out 
of its fourth wave of the pandemic right now, and Fig. 4 
(d) shows that the UK is in its fourth wave’s peak. The 
subsequent multiple waves in the US Fig. 4 (c) and Russia 
Fig. 4 (b) came instantly after the daily new cases from the 
previous wave stopped dropping. In Italy Fig. 4 (a) and the 

1  https://​covid​19.​who.​int/.

https://covid19.who.int/
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UK Fig. 4 (d), a longer gap was observed between the first 
and the second wave of the outbreak. From Fig. 5, we can 
see that India has faced one of the deadliest second waves 
in the world. The trajectory of the graph of the daily new 
cases in India (initially rose to a peak during the second 
wave, then decreased rapidly) is similar to the other coun-
tries that have seen subsequent pandemic waves. This may 
signal the start of a new wave for India.

This paper comprises key research done using deep 
learning, machine learning, and other approaches to 
provide solutions to tackle this situation. Researchers 
have classified between infected and healthy people by 

processing images of chest X-ray or abdominal computed 
tomography (CT) images gathered from various hospitals, 
universities GitHub, and Kaggle [8–11]. Researches were 
efficacious in using AI technology to develop on-device 
mobile applications that can track a person’s travel his-
tory and give them a self-assessment test. This would help 
people analyze their health condition all by themselves 
and the impact of coronavirus on their body based on the 
guidelines by the World Health Organisation [3]. Few 
works anticipated the count of positive coronavirus cases 
at the end of this outbreak in various countries utilizing 
the covid-19 data [12–15]. In order to do this, they have 

Fig. 1   Top ten impacted countries in the world as of July 05,2021

Fig. 2   Status of covid-19 in 
India with respect to the world 
till July 05, 2021
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used people’s sentiment collected through user-generated 
comments on social media sites [16]. Editorials mention-
ing preventive measures that a nation should incorporate 
and various challenges that people face because of this 
outbreak are also listed. They advised to compare previous 
pandemics such as SARS and studying them, and adopt 
different solutions to tackle this pandemic.

Affluent countries should help the impoverished countries 
to improve their medical facilities. All these measures and 
research will reinforce the medical teams and doctors stand-
ing as a front-line warrior in this situation and the country 
in finding efficient prevention methods and stabilizing eco-
nomic growth. Through these measures, the governments 
could get additional time in creating policies and guidelines 
helping both people and medical teams of the nation. The 
research works that were developed using Artificial Intel-
ligence, Machine learning, and deep learning are summa-
rized in this article. This study also includes the works that 
provided advantageous information for safety measures 
and other essential pandemic parameters. This study helps 

future researchers to identify the shortcomings in the current 
research and give them details on existing datasets.

1.1 � Motivation

Since the initial report of Coronavirus Disease (covid-19) in 
Wuhan, China, in December 2019, it has spread to almost 
every nation and territory worldwide, resulting in 184 mil-
lion illnesses and around 4 million fatalities as of July 05, 
2021. With the rising issue, firms and researchers all around 
the globe are seeking methods to address the virus’s difficul-
ties, reduce its spread, and discover a treatment. Science and 
technology are crucial in this perplexing conflict. For exam-
ple, when China first started responding to the virus, it relied 
on facial recognition technology to track infected patients, 
foods and medicines were delivered to infected patients by 
robots, drones were used to disinfect public places. On the 
road to finding a cure for covid-19, AI has been heavily 
employed to uncover novel compounds.

Fig. 3   The number of new 
COVID -19 cases and deaths 
in India
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Many researchers utilize artificial intelligence to discover 
novel medications and therapies for cures, with computer 
scientists concentrating on detecting infected individuals 
using medical image processing such as X-rays and CT 
scans. AI is being used extensively to discover, track, and 
anticipate outbreaks and assist in viral diagnosis. To the best 
of our knowledge, there is no current review paper available 
that covers the present research on the application of both 
machine learning and deep learning for covid-19 analysis. 
Shoeibi et al. [17] published a review article focused solely 
on deep learning models for covid-19 detection and forecast-
ing. A few other surveys have recently been published, but 
they didn’t cover many insights into the use of deep learning 
and how it can be used for both detection and forecasting of 
covid-19. This inspires us to construct an up-to-date, state-
of-the-art study, which aims to examine and cover all the 
aspects of machine learning and deep learning in the context 
of the present pandemic.

1.2 � Contributions

The following are the major contributions:

–	 Gathered articles from various digital libraries and cat-
egorized them into Deep Learning and Machine Learn-
ing.

–	 To provide the evaluated works and important informa-
tion in a clear, simple, and accessible manner by taking 
into account several essential factors such as the data 
utilized in experiments, the data splitting technique, the 
suggested architecture for diagnosis, and performance 
assessment metrics.

–	 Using CT and X-Ray medical imaging samples, thor-
oughly examine the state-of-the-art advances of deep 
learning-based covid-19 diagnostic systems.

–	 To present a taxonomy of the examined literature in order 
to have a better understanding of the advances.

–	 To highlight and debate the difficult elements of exist-
ing covid-19 diagnostic systems that are based on deep 
learning.

–	 To propose future research prospects for the development 
of covid-19 detection systems that are both efficient and 
dependable.

The rest of the papers are structured as follows: Section 2 
introduces the article selection process and discusses CNN 

Fig. 4   Multiple waves of covid-19 outbreak in different countries



1920	 S. Chahar, P. K. Roy 

1 3

and LSTM model. Section 3 addresses the findings using 
deep learning models. Section 4 addresses work on models 
focused on machine learning. Section 5 discusses the open 
issues and future research directions. Finally, Section 6 con-
cludes this work.

2 � Methods

This section highlights the process of collecting the relevant 
research articles. Since the problem started, much research 
was published to address the covid-19 issues by worldwide 
researchers. But, after analyzing the articles, it has been found 
that there were a large number of articles which are only shar-
ing the prevention mechanism, personal thoughts, and similar 
ones. Hence, it is a brainstorming task to find the articles from 
the pools which uses machine learning or deep learning-based 
framework to address the covid-19 issues. The steps followed 
to filter out the relevant articles are shown in Fig. 6.

2.1 � Models used for Predictions

The researchers used many models to address the covid-
19 issues. The popular machine learning models include- 
Support Vector Machine (SVM), Random Forest (RF), 
K-nearest neighbor (KNN), Gradient Boosting (GB), 
Logistic Regression (LR), Naive Bayes (NB), and others. 
The deep learning models such as Convolutional Neural 
Networks (CNN), Long-Short Term Memory (LSTM), 
Recurrent Neural Network (RNN), Bidirectional-LSTM, 

and the hybrid of CNN-LSTM-RNN models are the most 
preferred deep learning models. Especially, the CNN 
model yielded promising prediction accuracies with X-ray 
or CT-scan images dataset. The majority of researchers 
applied CNN models on various image datasets to address 
the covid-19 prediction or forecasting purposes.

The CNN model is helpful to extract the hidden contex-
tual features from images with the help of various kernel 
sizes and hidden units. Moreover, the pooling layers and the 
dense layer at the end helps to get better accuracies. On the 
other hand, the LSTM and Bi-LSTM models have achieved 
good accuracies with the sequential dataset. The working 
of these models can be studied from the existing literature 
[18–21].

2.2 � Convolutional Neural Network

One of the popular deep learning models for covid-19 pre-
dictions is Convolutional Neural Network (CNN). The work-
ing of the CNN model is discussed by [18]. The CNN model 
mainly works in three phases: (i) Embedding layer, (ii) Fea-
tures extractions using kernels, and (iii) Pooling essential 
features.

The input sample is preprocessed and passed to either a 
pre-trained embedding or directly fetch to the embedding 
layer to create the matrix. The different n-gram filters are 
used to convolve over the matrix formed with the help 
of embedding. By convolutional operations, the essen-
tial contextual features are extracted from the input sam-
ples. However, all extracted features may not be equally 

Fig. 5   Covid-19 waves in India by July 05, 2021
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important; hence, only essential features are pooled out 
using the pooling layers to reduce the processing overhead. 
Further, the pooled features are concatenated and passed 
to a fully connected dense layer to process it. The CNN 
model uses loss functions such as Binary cross-entropy or 
categorical cross-entropy to monitor the training losses, 
whereas tanh and Adam are the popularly used optimizer. 
The metrics such as accuracy, precision, recall, F1-score, 
root mean square value evaluate the trained model perfor-
mance [22].

2.3 � Long‑Short Term Memory

The LSTM model is the most preferred model for predic-
tions with sequential data. The sequential data means the 
data consisting of the information of previous timestamps 
as well with the current one [21]. Meaning if the predic-
tion depends on the past knowledge along with the current 
information, the LSTM model is the preferred network for 
predictions. For example, to predict the stock market price 
of a particular stock, the current stock price is not help-
ful; instead, the last few months price is also needed. Many 
researchers utilize the LSTM models to forecast the covid-19 
disease in various countries and to predict whether a person 
is infected or not. The summary of the researches using the 

Fig. 6   Steps to extract the 
relevant articles Paper Search Strategy

Queries

“Machine learning 

for COVID-19”

“Deep learning for

COVID-19”

“COVID-19 Outbreak 

Forecast”

Online digital libraries

AME

Springer

Elsevier PLOS oneThe American Journal of 
Medicine

Cambridge 
University Press

British Medical 
Journal

Cold spring 
Harbor

IEEE

Other resources

Removal of non-related 

papers

Final consideration of papers
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deep learning-based frameworks are listed in Table 1. The 
research works on covid-19 using machine learning and deep 
learning frameworks are separately discussed in consecutive 
sections.

2.4 � Metrics

Researchers uses many popular metrics for the model evalu-
ations including- precision, recall, F1-score, accuracy, auc-
roc curve [19, 23]. These metrics can be defined as follows:

Precision is defined as the number of samples truly pre-
dicted among the retrieved samples for a particular class. If 
the dataset contains multiple classes, then for each class, a 
separate precision value is predicted by the model.

Recall is defined as the number of samples truly predicted 
among the total samples for a particular class. If the dataset 
contains multiple classes, then a separate recall value is pre-
dicted by the model for each class.

F1-Score: the F1-score is the harmonic mean of precision 
and recall. The F1-score is also different as like precision 
and recall for different classes present in the dataset.

Accuracy:  the samples of the different classes truly pre-
dicted among the total sample is termed as accuracy. If a 
dataset consists of five classes, then accuracy is the number 
of correctly predicted samples from each class to the total 
number of samples.

AUC-ROC: the true positive rate and the false positive 
rate is used to plot the area under the receiver operative 
curve. The ROC value nearer to 1 is an indicator of a good 
predictive model.

3 � Research Contributions with Deep 
Learning

This section discusses the works that were reported by the 
researcher using the various deep learning models such as, 
LSTM network [23, 24], GRU [12], CNN [13, 22, 25] and 
numerous others. The summary of the reported works with 
their findings and limitation are presented in Table 1.

Chakraborty and Ghosh [26] focused on two problems 
i) generating short term forecasts and ii) risk assessment 
of the novel coronavirus. Following are the analysis they 
did for the first problem i.e., to forecast confirmed cases 
of covid-19: The dataset contained data from five different 
countries i) 64 people under observation from India, ii) 65 
people under observations from the UK, iii) 70 people under 
observations for Canada, iv) 71 people under observations 
from France and v) 76 people under from south Korea. The 
data was collected from the mentioned countries between 
January to April 2020. They used hybrid time series fore-
casting approaches combining ARIIMA and wavelet-based 
forecasting approach. For risk evaluation of covid-19 cases: 

they computed the case fatality ratio (CFR) estimates for 50 
countries from the known date of starting this coronavirus 
outbreak until 4 April 2020. The CFR modeling dataset con-
tained 50 observations. They used the Regression Tree (RT) 
model for processing the CFR dataset for risk assessment. 
The experimental results suggested four control variables 
that will significantly impact controlling CFR, i) the number 
of cases ii) 65 years or more age group people iii) lockdown 
period, and iv) hospital per 1000 people.

Chimmula and Zhang [27] proposed a deep learning-
based model to predict the coronavirus outbreak trend and 
its possible stopping time. They collected the dataset from 
Johns Hopkins University and the Canadian Health author-
ity, which included the number of confirmed cases, number 
of fatalities, and number of recovered patients until March 
31, 2020. They utilized long short-term memory (LSTM) 
networks to predict the future of covid-19. Based on LSTM 
networks results, the model anticipated that the coronavi-
rus outbreak’s possible ending point would be around June 
2020. Tomar and Gupta [28] proposed a data-driven model 
on the prediction for the spread of covid-19 in India. They 
utilized data that was collected from 30th January 2020 to 
4th April 2020. They also used LSTM and curve fitting 
method to estimate the number of recovered cases, daily 
positive cases, deceased cases for the next 30 days in India.

Yang et al. [5] suggested a modified prediction approach 
for finding the trend of covid-19 in China. The study was 
done for three provinces: (i) Hubei, (ii) Guangdong, and 
(iii) Zhejiang. They created a dataset by collecting the data 
based on daily covid-19 outbreak numbers reported by Chi-
na’s National Health Commission (NHC). They also col-
lected 2003 SARS epidemic data between April and June 
2003 across China from an archived new website (SOHU). 
They used two models: (i) dynamic SEIR and (ii) LSTM. 
The SEIR and LSTM model anticipated a peak of 4,000 
daily coronavirus infections between February 4 to 7, 2020, 
with the SEIR model anticipating various smaller peaks of 
new infections in the middle to late February. Hamzah et al. 
[29] proposed world-wide covid-19 pandemic data analysis 
and prediction using SEIR modeling. They collected data of 
confirmed covid-19 cases from Johns Hopkins University, 
WHO and DingXiangYuan (Chinese government authorized 
website). They used SEIR for forecasting the trajectory of 
the outbreak, 240 days starting from 20th January 2020. The 
model predicted that the outbreak is assumed to reach its 
peak in late May 2020 and will start to drop around early 
July 2020.

Panwar et al. [30] developed a rapid Covid-19 scree-
ing tool name nCOVnet using CXRs. A total of 337 chest 
X-ray images were included in the dataset, with 192 of them 
being covid-19 positive individuals. They used the deep 
learning-based CNN model. In less than five seconds, the 
proposed model could detect a covid-19 positive patient with 
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a claimed 97.62% accuracy. Hu et al. [31] used a model that 
relied primarily on Artificial Intelligence for real-time pre-
diction of covid-19 to measure the size, duration, and end 
time of the outbreak in China. The authors collected data on 
confirmed covid-19 cases from January 11, 2020, to January 
20, 2020, from the Surging News Network and from January 
21, 2020, to February 27, 2020, from the WHO. A stacked 
encoder model was used for modeling of the transmission 
dynamics. Using clustering algorithms and auto-encoder, 
they grouped and evaluated the transmission. The model 
anticipated that the different time points at which the prov-
inces would enter the plateau of the forecasted transmission 
dynamic curves varied from January 21 to April 19, 2020. 
Wang et al. [11] proposed the COVID-Net model, which was 
based on CNN. They also created a benchmark dataset for 
covid research: COVIDx, which was used to train and test 
the covid-Net model. The dataset consists of 13,975 CXR 
images taken from 13,870 patients. Their model achieved 
promising results on the said dataset.

Ghoshal and Tucker [6] collected data from two sources: 
(i) Dr. Joseph Cohen’s Github repository and (ii) Kaggle’s 
Chest X-Ray Images for the research. The dataset contained 
5,941 PA chest radiography images in total. The data-
set’s composition was, Normal: 1,583, covid-19: 68, Viral 
Pneumonia: 1,504, and Bacterial Pneumonia: 2,786, non-
covid-19. To estimate the uncertainty in the model, they 
trained a Bayesian deep learning classifier by transfer learn-
ing on X-ray images. More reliable predictions were yielded 
by first estimating uncertainty in deep learning.

Narin et al. [32] developed a model using deep CNN to 
automatically detect the coronavirus infection. The data-
set consisted of 100 chest X-ray images, out of which 50 
were of covid-19 patients taken from the GitHub reposi-
tory shared by Dr. Joseph Cohen, and 50 were of normal 
people. They used three different convolutional neural 
network-based models: (i) ResNet50, (ii) InceptionV3, and 
(iii) Inception- ResNetV2. The performance of the model 
was evaluated using five fold cross-validation techniques. 
The experimental outcomes confirmed that the pre-trained 
ResNet50 model gave the highest classification performance 
with 98% accuracy. InceptionV3 gave 97% accuracy and 
Inception-ResNetV2 gave 87% accuracy for the best case. 
Pandey et al. [13] proposed covid-19 outbreak prediction 
in India based on SEIR and regression model. The dataset 
was collected from Johns Hopkins University repository in 
the time period of January 30th, 2020 to March 30th, 2020, 
consisting of confirmed cases, death cases, and recovered 
cases in India. They used the SEIR model and regression 
model for evaluating the dataset. The performance of the 
models was evaluated using RMSLE. Their model achieved 
the RMSLE value of 1.75 for the regression model and 1.52 
for the SEIR model. The RMSLE error rate between the 
regression model and SEIR model was found to be 2.01.

Even-though, researchers trying their level best, the coro-
navirus spreading rate is on peak. It is continuously increas-
ing. The country-wise risk from this disease predicted using 
neural-network based model by [33]. The authors used a 
dataset that consisted of date, country, confirmed cases of 
covid-19, recovered cases, and total death. Further, the data-
set was combined with weather data consisting of humidity, 
ozone, perception, dew, maximum temperature, minimum 
temperature, and UV. The complete dataset was taken from 
22nd January 2020 to 10th March 2020. They selected five 
major features: active cases, Ozone, humidity, dew, and  tem-
perature. They used a Bayesian optimization guided shal-
low LSTM for predicting the country-specific risk of the 
covid-19. The results showed that the proposed model can 
outperform methods for 170 countries’ data and can be a 
useful tool for such risk categorization. The model can also 
predict the long-duration outbreak of such an epidemic.

Wang et al. [1] proposed a deep learning algorithm to 
screen for COVID- 19 disease using CT images. In addi-
tion to the previously diagnosed typical viral pneumonia, 
the authors collected 453 CT images of pathogen-confirmed 
covid-19 instances, out of which 217 images were used as 
the training set. The model consisted a Random selection of 
ROIs, feature extraction with CNN. Their model yielded an 
AUC of 0.90. Zheng et al. [3] used 499 CT images of covid-
19 positive samples to train the model and 131 CT samples 
for testing. They developed a 3-dimensional CNN to detect 
covid-19. Their model used a 3D lung mask as input, and a 
pre-trained UNet generated the 3D lung mask and achieved 
0.959 AUC value for the best case.

Apostolopoulos and Mpesiana [34] proposed an auto-
matic detection technique of covid-19 from X-ray images 
using transfer learning and convolutional neural networks. 
Two datasets were used for the research, which were col-
lected from available X-ray images on public medical reposi-
tories. Dataset_1 contained a total of 1428 X-ray images, 
out of which 224 images were of confirmed covid-19 dis-
ease,504 images of normal conditions, and 714 images with 
confirmed common bacterial pneumonia. Dataset_2 con-
tained 224 images with confirmed covid-19 disease, 714 
images with confirmed bacterial and viral pneumonia, and 
504 images of normal conditions. They used transfer learn- 
ing with CNNs to evaluate both the dataset. The CNNs 
used for the study were VGG19, MobileNet v2, Inception, 
Xception, Inception ResNet v2. The results showed that 
MobileNet v2 obtained the best accuracy of 96.78%. The 
sensitivity of 98.66% and specificity of 96.46%.

Wangping et al. [35] proposed an extended susceptible-
infected-removed prediction of the pandemic trend of covid-
19 in Italy and compared it with Hunan, China. Dataset was 
taken from publicly available covid-19 data by Johns Hop-
kins University, having daily counts of confirmed cases, 
recovered cases, and deaths for the period of January 22, 
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2020, to April 02, 2020. The model calculated mean of basic 
reproductive number for covid-19 was 4.34 for Italy and 3.16 
for Hunan, China. The model predicted that there would be 
182,051 infected cases under the current situation, and the 
end of this would be August 05 in Italy. Salman et al. [36] 
proposed a model to detect covid-19 using artificial intel-
ligence. The authors used a total of 260 chest X-ray images 
from the GitHub repository and Kaggle. Out of 260 images, 
130 were of covid-19, and 130 were normal X-ray images. 
With Inceptionv3, their model obtained 100% accuracy and 
F1-score value for detecting covid-19.

Tiwari et al. [37] proposed a prediction method for the 
outbreak trend of coronavirus disease in India. The data-
set, which included national information of reported cases, 
recovered cases, and death cases, was taken from Kaggle. 
To forecast India’s results over the next 22 days, the authors 
used data from China from January 22, 2020, to April 3, 
2020. Using WEKA to forecast the day-wise number of 
reported cases, recovered cases, and death cases, they made 
a predictive model. The model predicted that the outbreak 
peak is expected to occur in India between the third and 
fourth weeks of April 2020. The total number of expected 
confirmed covid-19 cases could reach around 68,978, and by 
April 25, 2020, the deaths are predicted to be around 1557. 
By analysing data from Google trends using deep learn-
ing techniques, Ayyoubzadeh et al. [38] predicted trends in 
Iran’s covid-19 outbreak. From Feb 15, 2020, to Mar 18, 
2020, the dataset consisted of daily new coronavirus cases in 
Iran and was taken from the WorldOmeter website. Google 
patterns were checked from Feb 10, 2020, to Mar 18, 2020 
for covid-19-related terms. To estimate the number of posi-
tive covid-19 cases, linear regression and LSTM models 
were used. The models were evaluated using the RMSE. 
With an RMSE of 7.562, the linear regression model gave 
the best result.

Li et al. [39] used AI-based model to distinguish covid-
19 from Community-acquired pneumonia on chest CT. 
The dataset consisted of 4,356 total 3D chest CT exams 
from 3,233 patients, which were collected from six medi-
cal centres. Out of 4,356 chest CT, 1296 (30%) CT were 
of confirmed covid-19 cases, 1735 (40%) were of commu-
nity-acquired pneumonia (CAP), and 1325 (30%) were of 
non-pneumonia. They developed a model called COVNet 
which consisted of RestNet50 as the backbone. Their model 
achieved an AUC value of 0.96 in the independent test set. 
Ozturk et al. [40] used deep neural networks for covid-19 
detection. They used 127 X-ray images diagnosed with 
covid-19, out of which 43 were female, and 82 were male 
cases. They also used the ChestX-ray8 database provided 
by Wang et al. [41]. The dataset consisted 500 normal and 
500 pneumonia class samples. They developed DarkCov-
idNet; a deep learning model which was inspired by the 
DarkNet architecture [42]. Their model consisting seventeen 

convolution layers; where each convolutional layer followed 
by batch normalization and Leaky ReLU operations. The 
model achieved the accuracy value of 98.09% and 87.02% 
for binary and multi-class cases respectively.

For a correct diagnosis, quantitative measurements, and 
prognosis of covid-19 using CT, Zhang et al. [43] suggested 
the clinically relevant AI method. Using CC-CCII data con-
taining 617,775 CT slices of 6752 CT scans from 4154 
patients, the authors built a broad CT dataset. They used 
deep learning models and achieved 92.49% accuracy and the 
best case AUC value of 0.9813. A model called COVIDiag-
nosis-Net, a deep Bayes-squeezeNet-based diagnosis of cor-
onavirus disease from X-ray images, was suggested by Ucar 
and Korkmaz [7]. They used a COVIDx dataset consisting 
of 5949 photographs of posteroanterior chest radiography 
from 2839 patients. 1583 standard, 4290 pneumonia, and 
76 covid-19 cases of infection are included in the COVIDx 
dataset. They have developed a COVIDiagnosis-Net based 
on deep Bayes-SqueezeNet. Due to their inconsistent sample 
distributions, the offline augmentation process was used in 
the first stage for the raw X-ray input images. SqueezeNet is 
a pre-trained CNN model, and it is pre-trained on the ILS-
VRC-12 challenge ImageNet dataset. The overall accuracy 
of their model was 0.983.

Wang et al. [44] suggested a classifier of irregular respira-
tory patterns that may lead in an accurate way to a large-
scale screening of people infected with covid-19. They first 
proposed a Respiratory Simulation Model (RSM) to address 
the data scarcity issues for training of the model. They used 
LSTM, GRU, BI-AT-LSTM, and BI-AT-GRU deep neural 
networks. BI-AT-GRU model achieved the highest accu-
racy of 94.5%. Chen et al. [45] proposed a time de- pendent 
SIR model for covid-19 with undetectable infected people. 
The authors collected the dataset from the National Health 
Commission of the People’s Republic of China (NHC). They 
used a time-dependent SIR model that is more flexible and 
more stable than direct methods of estimation than standard 
static SIR. The model’s one-day prediction errors were less 
than 3% for the number of confirmed cases prediction.

A lung infection quantification method of covid-19 
in CT images with deep learning was suggested by Shan 
et al. [46]. For validation, the authors used 300 CT images 
and for training 249 CT images were used. They devel-
oped a segmentation method based on deep learning that 
used the “VB-Net” neural network in CT scan images to 
segment covid-19 infection regions. They used a human-
in-the-loop (HITL) technique to help radiologists refine 
each case’s automated annotation to speed up the man-
ual delineation of CT images for training. The proposed 
model yielded 91.6% Dice similarity coefficients between 
the automated and manual segmentation and a mean POI 
estimation error on the validation dataset of 0.3% for the 
entire lung. A large-scale screening approach for covid-19 
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from community-acquired pneumonia was suggested by 
Shi et al. [47] using infection size conscious classifica-
tion. Dataset consists of 2,685 CT images, out of which 
1658 were confirmed covid-19 cases, and 1,027 were CAP 
patients. The dataset was taken from three hospitals (i) 
Tongji Hospital of Huazhong University of Science and 
Technology, (ii) Shanghai Public Health Clinical Center 
of Fudan University, and (ii) China-Japan Union Hospital 
of Jilin University. All images were preprocessed to obtain 
the segmentation of both infections and lung fields. Their 
model achieved an accuracy value of 87.90% for the best 
case.

Hemdan et al. [48] proposed COVIDX-Net, a framework 
of deep learning to diagnose covid-19 using X-ray images. 
The dataset consisted of 50 chest X-ray images with 25 
confirmed covid-19 cases. 80% of the dataset was used for 
training, and 20% was used for testing. The COVIDX-Net 
includes seven different architectures of deep convolutional 
neural network models i.e. i) VGG19, ii) DenseNet121, iii) 
InceptionV3, iv) ResNetV2, v) Inception-ResNet-V2, vi) 
Xception and vii) MobileNetV2. The model achieved the 
value of F1-scores as 0.89 and 0.91 for regular and covid-19 
cases. Zhang et al. [49] suggested a method of screening for 
viral pneumonia on chest X-ray images using confidence-
conscious anomaly detection. They used two X-ray image 
datasets: (i) X-viral and ii) X-covid. In the X-viral dataset, 
5,977 cases of viral pneumonia, 18,619 cases of non-viral 
pneumonia, and 18,774 stable controls were collected from 
390 township hospitals. The X-COVID dataset consisted 107 
and 106 samples of confirmed and normal cases. They cre-
ated a CAAD model focused on deep learning. EfficientNet 
was used as a function extractor for the CAAD model with 
the B0 architecture pre-trained on ImageNet. On the clini-
cal X-viral dataset, the proposed model outperforms and for 
X-covid dataset, the model achieved an AUC of 83.61%.

Abbas et al. [50] used deep learning model for covid-19 
detection. They used X-ray images of 80 samples of normal, 
105 samples of covid-19, and 11 samples of SARS patient 
for the research. They developed a deep CNN called DeTraC 
which deals with the image dataset’s irregularities. Their 
model achieved a high accuracy of 95.12% with a sensitiv-
ity of 97.91% and a specificity of 91.8% in detecting covid-
19 X-ray images from normal and severe acute respiratory 
syndrome cases. The limitation of their model is the limited 
sample used for the model development. The achieved accu-
racy may vary if the size of the dataset increases. Yang et al. 
[51] developed COVID- 19 datasets and used a multi-task 
learning technique to predict the covid-19 cases. The data-
set contained 349 covid-19 CT images from 216 patients 
and 463 normal CT images. On the self-made dataset, they 
applied multi-task learning and contrastive self-supervised 
learning to achieve an accuracy of 89%.

Asnaoui et al. [52] proposed an automated method for 
detection and classification of Pneumonia based on X-ray 
images using deep learning. The authors presented a com-
parison of recent deep convolutional neural networks. The 
dataset contained 5,856 images, out of which 4,273 were of 
Pneumonia, and 1,583 were normal. The DCNNs used by 
them were VGG16 and VGG19, Inception_V3, Resnet 50, 
Inception_Resnet_V2, Densenet201, MobileNet_V2, Xcep-
tion. The result showed that fine-tuned versions of Resnet50, 
MobileNet_V2, and Inception_Resnet_V2 showed highly 
satisfactory performance by achieving an accuracy value of 
more than 96%. Xception, VGG16, VGG19, Inception_V3, 
and DenseNet201 showed relatively low-performance with 
an accuracy of 84%. Jain et al. [53] proposed a deep learn-
ing-based method for detection and analysis of covid-19 
using chest X-ray images. They used 6432 chest X-ray scans 
data for their research. The training dataset contained 5467 
images, and the validation dataset contained 965 images. 
They used deep learning-based CNN models and compared 
the performance of ResNeXt, Xception, InceptionV3 mod-
els. Xception model performed the best as compared to other 
models with an accuracy of 97.97%.

Maghdid et al. [54] proposed a covid-19 diagnosis method 
from X-ray and CT images using deep learning and trans-
fer learning algorithms. The dataset consisted of 170 X-ray 
images and 361 CT images of covid-19 disease collected 
from five different sources i) British Society of Thoracic 
Imaging (BSTI), Italian Society of Medical Radiology, iii) 
Radiopedia, iv) GitHub, and v) Kaggle. A simple CNN and 
modified pre-trained AlexNet model. The proposed model 
results showed an accuracy of up to 98% via a pre-trained 
network and 94.1% accuracy by using the modified CNN. 
Vaid et al. [55] developed a deep learning-based model to 
predict covid-19 through chest X-ray. They used a publicly 
available dataset that contained 181 frontal chest X-ray 
images of covid-19 positive patients. The dataset also con-
tained 364 chest X-ray images of healthy people collected 
from NIH clinical centre. The overall ratio of covid-19 to 
healthy chest X-ray images in the dataset was 1:2. Authors 
implemented a transfer learning approach for the detection 
of covid-19 from the chest anterior-posterior radiographs of 
patients. The model achieved 96.3% accuracy.

Khalifa et al. [56] used GAN and transfer learning model 
for covid-19 detection. The dataset consisted of 5,863 X-ray 
images divided into two categories i) Normal and ii) Pneu-
monia. The authors used 10% of the dataset for training, 
and the remaining was used to test the model. They GAN 
and four deep transfer learning models, i.e., i) Alexnet, ii) 
Googlenet, iii) Squeezenet, and iv) Resnet18. The results 
showed that Resnet18 performed the best among all models 
and achieved an accuracy of 99% by using GAN as an image 
augmenter. Chaganti et  al. [57] proposed an automated 
quantification method of abnormal CT patterns associated 
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with covid-19 from chest CT. The dataset contained 9749 
chest CT images. The model was trained with 901 samples 
whereas tested with 200 samples. The deep learning and 
deep models were used to measure and compute the severity 
of the disease.

Hall et al. [58] proposed a model to find covid-19 from 
chest X-ray using deep learning. 135 covid-19 chest X-ray 
images were collected from different sources such as 
GitHub, Radiopaedia, and SIRM. Additionally, 320 pneumo-
nia chest X-ray images were taken from the Kaggle database 
for the research. They used a pre-trained Resnet50, VGG16, 
and their own developed CNN model. The models were 
trained on a balanced set of covid-19 and pneumonia chest 
X-rays. The model’s overall accuracy was 91.24%, with the 
true positive rate for covid-19 of 0.7879 and the AUC value 
of 0.94. Gozes et al. [59] proposed a coronavirus detection 
method and analysis on chest CT images using deep learn-
ing. The authors collected the data of 109 confirmed covid-
19 patients from Zhejiang province, China, and used it as a 
testing dataset. They used ResNet50-2D convolutional neu-
ral network architecture and achieved a 0.948 AUC value 
for the best case.

A model called COVID-CAPS was introduced by Afshar 
et al. [60], which was a capsule network-based method for 
recognizing covid-19 cases from X-ray images. For typical 
thorax anomalies, the authors used a large dataset consist-
ing of 94,323 frontal view chest X-ray images. The dataset, 
containing 112,120 X-ray images for 14 thorax anomalies, 
was taken from the NIH CXR dataset. They used 90% of the 
dataset for training and 10% for validation. They developed 
the COVID-CAPS model, which consists of four convolu-
tional layers and three capsule layers. The first convolutional 
layer was followed by batch normalization, second convo-
lutional layer was followed by average-age pooling, third 
layer was also the convolutional ones, fourth convolutional 
layers was reshaped to form the first capsule layer. COVID-
CAPS achieved an accuracy of 95.7%, a sensitivity of 90%, 
a specificity of 95.8%, and an AUC value of 0.97. Using a 
pre-trained COVID-CAPS further improved the accuracy to 
98.3% and specificity to 98.6%.

Gozes et al. [61] developed an automated CT image anal-
ysis tool for Coronavirus identification. They used a data-
set containing 6,356 CT scans for their research. They used 
transfer deep learning models to develop an image analysis 
system and achieved a 0.996 AUC value for the best case. 
Dandekar and Barbastathis [62] proposed a neural network 
aided quarantine control model estimation of global covid-
19 spread. The data was collected from the Chinese National 
Health Commission, which consisted of data for the infected 
and recovered case count in Wuhan, China. The authors used 
an augmented neural network model. Another deep learning 
model was proposed by [2] to detect and evaluate pneumonia 
cases during the covid-19. The dataset consisted of 5,863 

chest X-ray images divided into two categories i) normal and 
ii) pneumonia. They used five CNN-based architectures i) 
ResNet34, ii) ResNet50, iii) DenseNet169, iv) VGG-19 and 
v) Inception ResNetV2 & RNN. Their model performed best 
for the pneumonia class.

Karim et al. [63] proposed the DeepCOVIDExplainer 
model, which gives an explainable covid-19 diagnosis based 
on chest X-ray. Authors used 15,959 CXR images of 15,854 
patients which included normal, pneumonia and covid-
19 cases and the dataset was collected from four different 
sources i) COVIDx dataset by Wang et al. [41], (ii) COVID 
chest X-ray dataset, iii) covid-19 patients lungs X-ray images 
and iv) CXR images. DenseNet-161 and VGG-19 performed 
the best on balanced and imbalanced datasets, while VGG-
16 was the worst performer. DenseNet-161 achieved a preci-
sion value of 0.952, recall value of 0.945, and F1-score of 
0.945, whereas VGG-19 obtained the precision, recall, and 
F1-score of 0.943, 0.935 0.939, respectively.

Luz et al. [64] proposed an efficient and effective deep 
learning model for covid-19 patterns detection through 
X-ray images. They collected 13,800 X-ray images divided 
into healthy, non-covid-19 pneumonia, and covid-19. Data-
set was collected from three sources: i) RSNA Pneumonia 
detection challenge dataset, (ii) covid-19 image data collec-
tion, and iii) COVIDx dataset. Out of 13,800 X-ray images, 
13,569 were used to train the proposed model, and other 
competing architectures and 231 were used for validation 
of the model. Their model achieved an overall accuracy of 
93.9%. Hu et al. [65]proposed a deep learning model for 
covid-19 infection detection and classification through CT 
images. They collected 60 3D CT lung scans from the pub-
licly available TCIA dataset. They used CNN, which was 
full convolutional, consisting of five convolutional blocks. 
This system could reliably differentiate covid-19 cases from 
patients with CAP and NP. The suggested model achieved 
high precision, accuracy, and AUC for the classification.

Wu et al. [66] proposed an explainable covid-19 diagnosis 
system by joint classification and segmentation. They cre-
ated a dataset which contained 144,167 CT images, among 
which 3,855 images of 200 positive cases are pixel-level 
annotated, 64,771 images of the other 200 positive cases are 
patient-level annotated. The rest 75,541 images are from the 
350 negative patients. They developed a Joint Classification 
and Segmentation (JCS) model. The classifier was based on 
the Res2Net network, and the architecture of the segmenta-
tion model used the VGG-16 backbone. The proposed model 
achieved an average sensitivity of 95.0%. Rajaraman et al. 
[10] proposed iteratively pruned deep learning ensembles 
for covid-19 detection in chest X-rays. Authors collected 
dataset from four sources: (i) Pediatric CXR dataset, (ii) 
RSNA CXR dataset, (iii) Twitter covid-19 CXR dataset, and 
(iv) Montreal covid-19 CXR dataset. They used 90% of the 
dataset for training and 10% for testing. They first evaluated 
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the performance of customized CNN and a selection of Ima-
geNet pre-trained CNN models, which were (i) VGG-16, 
(ii) VGG-19, (iii) InceptionV3, (iv) Xception, (v) Incep-
tionResNet-V2, (vi) MobileNet-V2, (vii) DenseNet-201, 
and viii) NasNet-mobile. The best performing models were 
iteratively pruned to reduce complexity and improve mem-
ory efficiency. The iteratively pruned version of InceptionV3 
performed the best, achieving an accuracy value of 99.01% 
and an AUC of 0.9972.

Minaee et al. [14] proposed a deep-COVID model for 
predicting covid-19 from chest X-ray images using deep 
transfer learning. The authors created a COVID-Xray-5k 
dataset, which contained 2,031 training images and 3,040 
test images. The dataset was created from two publicly 
available sources (i) Chestxray-Dataset and (ii) ChexPert 
dataset. They used four pre-trained convolutional mod-
els (i) ResNet18, (ii) ResNet50, (iii) SqueezeNet, and iv) 
DenseNet-121. All the models achieved a sensitivity value 
of 97.5%, with SequeezeNet achieving the highest specific-
ity of 97.8%.

Brunese et al. [67] used deep learning techniques to iden-
tify covid-19 from chest X-ray. They used a total of 6,523 
chest X-rays, 250 of which were from covid-19 patients, 
2,753 from patients with various respiratory illnesses, and 
3,520 from healthy individuals. Using the VGG-16 transfer 
learning model, their model achieved an accuracy of 0.97 
for the best case. Qiu et al. [68] proposed MiniSeg model, 
which is an extremely minimum network for efficient covid-
19 segmentation model. The authors utilized an open access 
covid-19 CT segmentation dataset, which consisted of 100 
axial CT images from 60 patients with covid-19. They devel-
oped MiniSeg model, which is a lightweight deep learning 
model for efficient covid-19 segmentation. MiniSeg adopted 
a novel multi-scale learning module, i.e., the attentive hier-
archical spatial Pyramid (AHSP) module, to ensure its 
accuracy under the extremely minimum network size con-
straints. The results showed that the MiniSeg gave the best 
performance compared to the other 26 image segmentation 
methods and is also highly efficient.

Toǧaçar et al. [69] used deep learning models with the 
CXR dataset for covid-19 detection. A total of 458 chest 
X-ray images were collected from different sources, out 
of which 295 were of covid positive, 65 were of normal/
healthy, and 98 were of pneumonia. For the best case, their 
model achieved 99.27% accuracy value. Punn and Agarwal 
[70] proposed an automated diagnosis of covid-19 using 
fine-tuned deep neural networks. They used two dataset: i) 
covid-19 Image dataset and ii) RSNA. covid-19 image data-
set consisted of 108 posteroanterior CXR (PCXR) images 
and 45 PCXR images of other pneumonia. The RSNA data-
set consisted of 470 PCXR images and 453 PCXR images 
of normal conditions. Their model achieved an accuracy of 
96%. Cabras [71] proposed a Bayesian deep learning model 

for estimating the covid-19 trend in Spain. The dataset was 
collected from Instituto Carlos III de Madrid in Madrid2, 
Spain, and consisted of cumulative numbers of cases, deaths, 
and recovered. They used the LSTM network for analyzing 
sequences with the usual Bayesian Poisson-Gamma model 
for counts. Cohen et al. [72] proposed a covid-19 pneumonia 
severity predicting model based on analyzing chest X-ray 
using deep learning. The authors collected 94 posteroan-
terior CXR images from a public covid-19 data collection. 
The pre-training dataset consisted of 88,079 non-covid-19 
images and was collected from seven different sources: 
i) RSNA Pneumonia Challenge, ii) CheXpert - Stanford 
University, iii) ChestX-ray8 - National Institutes of Health 
(NIH), iv) ChestX-ray8 - NIH with labels from Google, v) 
MIMIC-CXR - MIT, vi) PadChest - University of Alicante, 
and vii) OpenI. They used the DenseNet model from the 
TorchXRayVision library because DenseNet models have 
been shown to predict pneumonia well.

Ismael et al. [73] used deep feature extraction and pre-
trained CNN to classify covid-19 through chest X-ray 
images. The dataset contained a total of 380 chest X-ray 
images, out of which 180 were of covid-19 positive patients, 
and 200 were of normal/healthy individuals. For the deep 
feature extraction, they used pre-trained transfer learning 
models. They achieved 94.7% accuracy using ResNet50 
model for deep feature extraction with SVM classifier. 
Ying et al. [74] suggested a deep learning model using CT 
images to reliably diagnose novel coronaviruses. The dataset 
contained chest CT scan images of 88 covid-19 patients, 
101 bacterial pneumonia infected patients and 86 healthy 
individuals. The authors developed a CT diagnostic sys-
tem focused on deep learning and named it DeepPneumo-
nia to classify patients with covid-19. To extract the top-K 
information in the CT images and obtain the image-level 
predictions, they also designed a comprehensive relation-
ship extraction neural network (DRE-Net). On pre-trained 
ResNet50, on which the feature pyramid network (FPN) was 
added, DRE-Net was built. The proposed model obtained an 
excellent AUC of 0.99.

An AI method for covid-19 diagnosis was proposed by 
Cheng Jin [75]. There were 10,250 CT images from three 
publicly accessible databases were collected: (i) LIDC-
IDRI, (ii) Tianchi-Alibaba, and (iii) CC-CCII. They used 
deep learning-based AI system to clarify the attentional 
region characteristics. The model obtained an AUC value 
of 97.17% for the best case. He et al. [76] proposed a deep 
learning model for covid-19 diagnosis based on CT scans. 
They created a publicly available covid-19 CT dataset, which 
contained 349 positive and 397 negative CT scan images. 
To learn efficient and unbiased feature representations, 

2  https://​covid​19.​isciii.​es/​resou​rces/​serie_​histo​rica_​acumu​lados.​csv.

https://covid19.isciii.es/resources/serie_historica_acumulados.csv
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they built a self-trans method that synergistically combines 
contrastive self-supervised learning with transfer learn-
ing. They used the self-trans approach with ResNet-50 and 
DenseNet-169. DenseNet-169 performed the best with an 
F1-score of 0.85 and an AUC value of 0.94.

Amyar et al. [77] proposed a Multi-Task deep learning-
based CT imaging classification and segmentation for covid-
19. The authors collected 1,044 CT images, which included 
449 CT images of covid-19 patients, 98 with lung cancer, 
397 of different kinds of pathology, and 100 of normal con-
dition. The dataset was taken from two sources: (i) COVID-
CT-dataset, (ii) http://medicalsegmentation.com/covid19/. 
They developed an MTL architecture based on three tasks: 
i) Covid vs non-covid classification, ii) covid lesion seg-
mentation, and iii) Image reconstruction. An encoder and 
two decoders for reconstruction and segmentation with a 
multi-layer perceptron used to design the architecture. For 
the segmentation and ROC higher than 93% for the clas-
sification, the suggested model obtained a dice coefficient 
greater than 0.78. Fan et al. [78] proposed Inf-Net which was 
an automatic covid-19 lung infection segmentation model 
using CT images. Authors used publicly available covid-19 
CT segmentation dataset which consisted of 100 axial CT 
images from different covid-19 patients. They developed a 
Lung Infection Segmentation Network (Inf-Net) which con-
sisted of three reverse attention (RA) modules connected to 
the paralleled partial decoder (PPD). The parallel partial 
decoder contained five convolutional blocks of Res2Net. The 
model achieved a dice score of 0.579, sensitivity of 0.870, 
specificity of 0.974, precision of 0.500 and MAE of 0.047 
for the best case. Wang et al. [79] used a deep learning sys-
tem for covid-19 diagnostic and prognostic analysis. The 
dataset consisted of a total of 5,372 patients with CT images 
from seven cities or provinces. They used a deep learning 
system and achieved an AUC value of 0.90 on Wuhan city 
and Henan’s training dataset, 0.88 AUC value on the vali-
dation dataset of Heilongjiang, and 0.87 AUC value on the 
validation dataset of Anhui.

Farid et al. [80] proposed a model for analysis and predic-
tion of covid-19. They used a dataset contained 51 images, 
each segregated into the severity of SARS and covid-19, 
and was taken from the publicly available Kaggle database. 
They used a combination of four image filters: (i) MPEG7 
Histogram, (ii) Gabor, (iii) Pyramid of Rotation-Invariant 
Local Binary Pattern Histograms and iv) Fuzzy 64-bin His-
togram along with a composed hybrid feature (CHFS) model 
for the diagnosis of covid-19. Instead of probability and a 
random selection, they also used the J48 decision tree clas-
sifier as a fitness function to speed up convergence and pick 
the best features. When used with Naive Bayes as a meta-
classifier in a hybrid classification system, the proposed 
model gave a greater precision of 96.07%. Apostolopoulos 
[81] suggested a way to extract potentially representative 

bio-markers of coronavirus from X-ray images with a deep 
learning approach and pulmonary disease image data. The 
dataset contained 3,905 X-ray images corresponding to six 
diseases. They used MobileNet v2 convolutional neural net-
work, which was trained from scratch. Their model achieved 
99.18% accuracy, 97.36% sensitivity, and 99.42% specificity 
in detecting covid-19.

This section discussed the researches that use a deep 
learning framework for covid-19 detection and prediction. 
Many researchers used the CXR dataset, whereas many 
used datasets with multiple classes like-Confirmed covid-19 
cases, Pneumonia, and Normal. One of the major limitations 
of the reported outcomes is the robustness of the model. The 
majority of the model trained and tested with a limited sam-
ple that does not validate the model’s outcome. Secondly, the 
models were developed with the dataset, which considered 
only local covid-19 patient information. The model devel-
oped with a particular demographic region dataset may not 
work well in another region. Hence, the robustness of such 
models is in doubt. Even though the prediction accuracies 
are high, a robust system is needed to detect this deadly virus 
in every part of the world.

4 � Research Contributions with Machine 
Learning

This section describes the outcomes of the machine learn-
ing models with their limitations. The summary of key 
researches using the ML approaches are listed in Table 2. 
Ribeiro et al. [84] proposed a model for short-term forecast-
ing of covid-19 in Brazil. The collected dataset contained 
cumulative confirmed cases of covid-19 from 10 states of 
Brazil that occurred until April 18 or 19 of 2020. In the task 
of predicting one, three, and six days ahead of the covid-
19 cumulative verified cases, many machine learning mod-
els such as stacking, support vector regression and others 
were used. The experimental outcomes confirmed that the 
SVR and stacking ensemble learning performed the best. 
Tuli et al. [85] suggested a model using machine learning 
and cloud computing to forecast the growth and trend of the 
outbreak of covid-19. They used “our world in data” dataset 
for the research. The dataset is updated regularly based on 
WHO reports. The iterative weighting-based Weibull model 
performed better in terms of covid-19 predictions.

Ndiaye et al. [82] developed a forecasting model for 
covid-19. They collected the data from website: https://​
www.​table​au.​com/​covid-​19-​ coron​avirus-​data-​resou​rces 
during January 21, 2020, to April 02, 2020. They used 
machine-learning approach for predicting time series data 
based on an additive model. Sourish Das [86] proposed a 
prediction model for covid-19 disease progression in India. 
The dataset used was taken from three sources: (i) John 

https://www.tableau.com/covid-19-%20coronavirus-data-resources%20during
https://www.tableau.com/covid-19-%20coronavirus-data-resources%20during
https://www.tableau.com/covid-19-%20coronavirus-data-resources%20during
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Hop- kins University repository, (ii) Covid19India web-
site3, and iii)Kaggle-Covid-194. He used the popular epi-
demic SIR model to estimate the basic reproduction number 
at national and various state levels. The SIR model used to 
predict when the peak will be reached because it captures the 
epidemic’s inherent dynamism. The model calculated that 
India’s R0 =2.75 as of March 04, 2020, and is very much 
equal to Hubei/China at the early stage of disease progres-
sion and predicted Punjab’s situation and required immedi-
ate actions to curb the covid-19 spread. He concluded that 
if the nation-wide lock-down works, the cases are expected 
to be less than 66,224 by May 01, 2020.

Liu et al. [9] developed a forecasting model for real-
time. Dataset used by them was collected by aggregating 
the data of covid-19 activity reports from China Centers 
for Disease Control and Prevention (CDC), Baidu Internet 
search frequencies, media activity reported by media cloud, 
covid-19 regular forecasts from an agent-based mechanis-
tic model, and the Global Epidemic and Mobility Model 
(GLEAM). They used a clustering technique that allows 
covid-19 activity to be exploited in geo-spatial synchronici-
ties across Chinese provinces. They called this method as 
ARGOnet augmented. In 27 out of 32 Chinese provinces, 
the model’s predictive power outperforms the collected 
baseline models. It could easily be applied to other geog-
raphies currently grappling with the covid-19 outbreak to 
help make decisions. Yan et al. [87] proposed a way of pre-
dicting the survival for severe COVID- 19 patients with a 
machine learning-based predictive model. They collected 
data from 375 patients, including 201 survivors from Tongji 
Hospital in Wuhan, China. They selected three key clinical 
features: i) lactic dehydrogenase (LDH), ii) lymphocyte, and 
iii) High-sensitivity C-reactive protein (hsCRP). They used 
a supervised XG- Boost classifier as the predictor. On the 
training dataset, the model achieved F1- score of 0.99 on 
Survival prediction and 0.98 on Death prediction, a preci-
sion score of 1.00 and 0.97 on Survival and Death predic-
tion, respectively.

Dutta and Bandyopadhyay [15] proposed a machine 
learning approach for the confirmation of covid-19 cases. 
The dataset used for the research was taken from kaggle5 
which contained cases from 20th January 2020 to 12th 
March 2020. The model achieved an accuracy of 87% for 
confirmed cases. Pourhomayoun and Shakibi [88] proposed 
a model to predict mortality risk in patients of covid-19 
using artificial intelligence. They used a dataset having more 
than 117,000 confirmed covid-19 patients from 76 countries. 
They chose 42 features that contained demographic features 
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5  https://​www.​kaggle.​com/​kimji​hoo/​coron​aviru​sdata​set-​old.

3  https://​www.​covid​19ind​ia.​org/.
4  https://​www.​kaggle.​com/​sudal​airaj​kumar/​covid​19-​in-​india.

https://www.kaggle.com/kimjihoo/coronavirusdataset-old
http://www.covidmaroc.ma
https://www.kaggle.com/imdevskp/corona-virus-report/data
https://www.kaggle.com/kimjihoo/coronavirusdataset-old
https://www.covid19india.org/
https://www.kaggle.com/sudalairajkumar/covid19-in-india
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such as age, sex, province, country, age, travel history, gen-
eral medical information, and patient symptoms. To predict 
the mortality rate among covid-19 patients, machine learn-
ing based classifiers and neural network model was  used. 
Using 10-fold cross-validation, the accuracy achieved by 
Neural Network was 93.75% for the best case. Punn et al. 
[4] proposed machine learning and deep learning algorithms 
to analyse the covid-19 epidemic. The data was collected 
from Johns Hopkins University’s official repository from 
January 22, 2020, to April 1, 2020. The dataset consisted of 
the daily reported case and daily time series summary tables. 
Authors used machine learning algorithms to achieve the 
better forecasting predictions.

Rustam et al. [89] proposed covid-19 future forecasting 
using supervised machine learning models. The dataset 
was obtained from the GitHub repository provided by the 
Center for Systems Science and Engineering, Johns Hopkins 
University. Four regression models, i) Linear regression, ii) 
LASSO regression, iii) SVM, and iv) exponential Smooth-
ing were used for forecasting covid-19 future. The results 
showed that exponential smoothing performed the best given 
the dataset’s nature and size. LASSO and LR also performed 
well for forecasting to some extent to predict death rates and 
confirmed cases. SVM produced poor results in all the sce-
narios because of fluctuations in dataset values. Randhawa 
et al. [8] suggested a model that could recognize an intrinsic 

genomic signature of the covid-19 virus. Over 5,000 separate 
viral genomic sequences were included in the dataset, total-
ling 61.8 million bp, including 29 covid-19 virus sequences 
available as of 27 January 2020. The proposed method uses 
digital signal processing supervised machine learning for 
genome analyses. Total six machine learning models were 
used: i) Linear Discriminant, ii) Linear SVM, iii) Quadratic 
SVM, iv) Fine KNN, v) Subspace Discriminant, and vi) Sub-
space KNN. The method achieved 100% accurate covid-19 
virus sequence classification and, within a few minutes using 
only raw DNA sequence data, discovered the most important 
relationship among over 5,000 viral genomes.

Covid-19 pandemic prediction for Hungary using a hybrid 
machine learning method was proposed by Pinter et al. [90]. 
Their model projected that the outbreak and overall moral-
ity would drop dramatically in Hungary by the end of May. 
Ardabili et al. [91] proposed prediction of covid-19 outbreak 
using machine learning approach. They collected data from 
WorldOmeter website6 for five countries: (i) Italy, (ii) Ger-
many, (iii) Iran, (iv) the USA, and (v) China on total cases 
over 30 days. Jiang et al. [92] used a dataset of 53 hospital-
ized patients with confirmed covid-19. The dataset was eval-
uated with 11 features (i) lymphocyte count, (ii) white blood 
count, (iii) temperature, (iv) creatinine, (v) hemoglobin, (vi) 

Table 3   List of datasets used for covid-19 research

Type Source Status

CT Scan https://​zenodo.​org/​record/​37574​76#.​YPVF-​egzZPY Working [June 2021]
CT Scan https://​gitee.​com/​junma​11/​covid-​19-​CT-​Seg-​Bench​mark Working [June 2021]
CT Scan http://​medic​alseg​menta​tion.​com/​covid​19/ Working [June 2021]
CT Scan https://​coron​acases.​org/ Working [June 2021]
CT Scan https://​radio​paedia.​org/​artic​les/​covid-​19-4?​lang=​us Working [June 2021]
CT Scan https://​github.​com/​UCSD-​AI4H/​COVID-​CT Working [June 2021]
CT Scan https://​data.​mende​ley.​com/​datas​ets/​8h65y​wd2jr/3 Working [June 2021]
CXR https://​www.​kaggle.​com/​andre​wmvd/​convi​d19-X-​rays Working [June 2021]
CXR https://​radio​paedia.​org/​artic​les/​covid-​19-4?​lang=​us Working [June 2021]
CXR https://​www.​kaggle.​com/​pault​imoth​ymoon​ey Working [June 2021]
CXR https://​www.​kaggle.​com/​tawsi​furra​hman/​covid​19-​radio​graphy-​datab​ase Working [June 2021]
CXR https://​github.​com/​ieee8​023/​covid-​chest​xray-​datas​et Working [June 2021]
CXR https://​github.​com/​linda​wangg/​COVID-​Net Working [June 2021]
CXR https://​github.​com/​agchu​ng/​Actua​lmed-​COVID-​chest​xray-​datas​et Working [June 2021]
CXR https://​data.​mende​ley.​com/​datas​ets/​8h65y​wd2jr/3 Working [June 2021]
COVID Cases https://​github.​com/​CSSEG​ISand​Data/​covid-​19 Working [June 2021]
COVID Cases https://​github.​com/​carol​ineco​lijn/​Clust​ersCO​VID19 Working [June 2021]
COVID Cases https://​github.​com/​cheon​gsa/​Coron​avirus-​covid-​19-​stati​stics-​in-​China Working [June 2021]
COVID Cases https://​github.​com/​beout​break​prepa​red/​nCoV2​019/ Working [June 2021]
COVID Cases https://​github.​com/​Wells​RC/​Coron​avirus-​2019 Working [June 2021]
COVID Cases https://​github.​com/​huaiy​utian/​covid-​19_​TCM-​50d_​China Working [June 2021]
COVID Cases https://​github.​com/​aakhm​etz/​COVID​19Ser​ialIn​terval Working [June 2021]

6  https://​www.​world​omete​rs.​info/​coron​avirus/​count​ry.

https://zenodo.org/record/3757476#.YPVF-egzZPY
https://gitee.com/junma11/covid-19-CT-Seg-Benchmark
http://medicalsegmentation.com/covid19/
https://coronacases.org/
https://radiopaedia.org/articles/covid-19-4?lang=us
https://github.com/UCSD-AI4H/COVID-CT
https://data.mendeley.com/datasets/8h65ywd2jr/3
https://www.kaggle.com/andrewmvd/convid19-X-rays
https://radiopaedia.org/articles/covid-19-4?lang=us
https://www.kaggle.com/paultimothymooney
https://www.kaggle.com/tawsifurrahman/covid19-radiography-database
https://github.com/ieee8023/covid-chestxray-dataset
https://github.com/lindawangg/COVID-Net
https://github.com/agchung/Actualmed-COVID-chestxray-dataset
https://data.mendeley.com/datasets/8h65ywd2jr/3
https://github.com/CSSEGISandData/covid-19
https://github.com/carolinecolijn/ClustersCOVID19
https://github.com/cheongsa/Coronavirus-covid-19-statistics-in-China
https://github.com/beoutbreakprepared/nCoV2019/
https://github.com/WellsRC/Coronavirus-2019
https://github.com/huaiyutian/covid-19_TCM-50d_China
https://github.com/aakhmetz/COVID19SerialInterval
https://www.worldometers.info/coronavirus/country
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gender, (vii) age, (viii) ALT, (ix) K+, (x) N+ and (xi) Myal-
gias. They used six machine learning algorithms i) Logistic 
regression, ii) KNN, iii) Decision tree (based on gain ratio), 
iv) Decision tree (based on Gini index), v) Random forests 
and vi) Support Vector Machine and the accuracy achieved 
was 50%, 80%, 70%, 70%, 70%, and 80%, respectively. 
Barstugan et al. [93] suggested using machine learning to 
identify covid-19 using CT images. From the Societa Italina 
di Radiologia Medica e Interventistica, the authors collected 
150 CT abdominal photographs of 53 infected cases. Out of 
150 CT images, they cut the patch regions. During the clas-
sifying process, they used 2-fold, 5-fold, and 10-fold cross-
validation. With 10-fold validation, their model obtained the 
precision value of 99.68%.

Sujath et al. [94] proposed a machine learning forecasting 
model for covid-19 outbreak in India. They collected pre-
dominant information of covid-19 from 22nd January 2020 
to 10th April 2020 from kaggle7. They used the Multilayer 
perceptron and Vector autoregression method for the pre-
dictions. Imran et al. [95] suggested an AI4covid-19 model 
that is an AI-enabled preliminary covid-19 diagnosis using 
cough sound samples through an app. The authors used the 
ESC-50 dataset, which is freely accessible and offers a large 
range of human and environmental sounds. The sound col-
lection was divided into fifty grades, one of which was cough 
sounds. The suggested model used 1,838 cough sounds and 
3,597 non-cough environmental sounds for training and test-
ing. Data samples used for covid-19 diagnostic engine train-
ing included cough sounds from 70 patients with covid-19, 
130 patients with pertussis, 96 patients with bronchitis, and 
247 samples of usual cough from different individuals. The 
proposed AI4covid-19 model uses three distinct classifier 
systems in parallel, i.e., Deep transfer learning-based multi-
class classifier (DTL-MC), a multi-class classifier based on 
classical machine learning (CML-MC), and binary classi-
fier classification based on deep transfer learning (DTL-
BC). The app reports a diagnosis only if all three classifiers 
return similar classification results. If the classifier does not 
approve,’ evaluation inconclusive’ will be returned by the 
app. The total precision obtained by the model was 95.60%, 
and the F1-Score achieved 95.61%.

This section discussed the researches that use a machine 
learning framework for covid-19 detection and prediction. 
One of the major limitations of the traditional machine 
learning-based model is manual feature extraction. The 
models need the features extracted manually from the input. 
This is entirely dependent on human expertise. Many times, 
features working for a problem do not fit in other similar 
problems; hence, again, a different set of features is needed 
to extract from the input. Researchers confirmed that the 

covid-19 virus is changing its structure continuously. There-
fore, in such cases, a manual feature dependent model may 
not be a good choice. Here, automated feature extraction 
techniques are helpful to save human effort and get better 
contextual features from the input automatically.

5 � Open Issues and Future Research 
Direction

Currently, the entire world putting their full effort to find the 
solution for the pandemic happened due to novel coronavi-
rus. This article summarises the research works that were 
recently reported by the worldwide research community. 
The researchers widely used Deep learning based framework 
such as CNN, RNN, LSTM, and others for prediction and 
detection of covid-19 cases [1–4, 6, 7, 10, 27, 34, 36, 38–40, 
43, 44, 46, 48, 49, 52, 54, 57–59, 64, 65, 68, 70–72, 74–77, 
79, 81, 97]. Also, many of them used machine learning mod-
els such as random forest, Naive Bayes, logistic regression, 
and a similar one for the purpose of same [4, 8, 9, 15, 82, 
84–96, 98]. The reported models claimed that the accuracy 
of covid-19 prediction is nearly 100% in many cases whereas 
in some cases it is 80-85%. Researchers mainly used the 
patient’s CT scan images [1, 3, 39, 43, 46, 93] and CXR 
images for their research [2, 6, 7, 10, 11, 14, 32, 34, 36, 40, 
48–50, 52, 54, 56, 58, 60, 63, 64, 70, 72, 81]. It has been 
found that, compared to the other features such as symptoms 
of cold and cough, the features extracted from the CT-scan 
images is more effective for accurate predictions [47, 51, 54, 
57, 59, 65, 66, 68, 74–80].

This article summarizes a total of 85 recent pieces of 
research out of which few research articles were reported 
using CT-scan images whereas few research articles were 
based on CXR. Many researches are reported either an anal-
ysis of the current pandemic or based on people survey’s 
report or used machine learning models with the features 
collected manually. Among all, the number of articles uti-
lized the deep learning frameworks are 39 whereas machine 
learning-based models are used in 18 articles. This analysis 
confirmed that for covid-19 prediction, deep learning-based 
frameworks are more suitable.

The data sources used for predictions and detection of the 
covid-19 cases are listed in Tables 1, 2, 3. The majority of 
research work utilizes the source of data repository Kaggle, 
whereas some of them used Johns Hopkins University and 
WHO’s dataset for the research. Even though, many detec-
tion mechanisms are reported. The number of False-positive 
cases as well as False-negative predictions is not minimized 
which leads many people to remain un-traced. Due to this, 
the world is facing a second wave of this pandemic where 
the number of positive cases once again starts increasing day 
by day. Some of the Indian states like Delhi, Gujarat, Tamil 7  https://​www.​kaggle.​com/​imdev​skp/​corona-​virus-​report/​data.

https://www.kaggle.com/imdevskp/corona-virus-report/data
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Nadu also facing the second wave of the novel coronavirus 
infections.

The second wave of the covid-19 in a different portion 
of the world confirmed that it is still alive and needed a 
stronger solution to get rid of it. Countries like Russia, UK, 
and India reported that they are in the last phase of the trial 
for the covid-19 Vaccine whereas others are still in the pro-
cess. Many research challenges exist in the current time to 
find the solution to this pandemic. One of the main chal-
lenges is identifying the key symptoms of covid-19, cur-
rently, the fever, cough, cold, and others are treated as main 
symptoms. However, these symptoms are common due to 
climate changes in the world, hence the model produces 
False-positive and False-negative predictions with such 
data. It is needed to find the key symptoms of the covid-19 
disease which helps to reduce the miss-classification rate. 
Another issue is dynamic, researchers reported that the virus 
changes its structure with time, and hence it is being difficult 
to find a stable solution for it. Apart from this, the labeled 
CT scan images, CXR data are also not available at current 
time which is needed for fruitful research outcome.

Currently, researchers are actively working on getting the 
antidote for this deadly disease, and hence it is still an open 
issue for all. Researchers confirmed that the virus changing 
its patterns, and hence an antidote developed for a particular 
pattern, may not be ready to fight with their new variants. 
Future researchers may analyze the reported results and pro-
vide a better solution to minimize the false negative cases 
during the covid-19 predictions. Researchers may use the 
existing dataset listed in Table 3, or they may develop a 
dataset as per the model requirement, which provides better 
accuracy.

5.1 � Challenges

This study provided a comprehensive summary of the 
reported covid-19 research with ML and DL techniques. 
Many existing models reported the highest accuracy and 
few of them achieved accuracy in the range of 70 to 80% 
also. Even though the reported accuracies are satisfactory, 
it has several limitations as well as challenges. As shown in 
Tables 1 and 2, many researchers uses a limited dataset for 
their research and hence, the developed model may not fit in 
general circumstances. The major issue for the researchers is 
the availability of confirmed covid-19 datasets. In the early 
phase of research, the annotated dataset was not available, 
and hence, with limited datasets, models are trained and 
tested. At the current time, the annotated dataset’s availabil-
ity has a major challenge–the disease spreading at different 
rates in different parts of the world. Few places, the speed 
is very high, like in the UK, the average number of cases 
during the first wave is very high. In the second wave, India 
faces issues, and the average cases per day are very high 

compared to other countries. Hence, to prepare the antidote 
for this deadly virus, a demographic based annotated dataset 
might be helpful.

6 � Conclusion

This article summarizes the reported works on novel coro-
navirus detection and prediction. The world, facing the sec-
ond wave of the covid-19 pandemic, many countries like 
Italy, the USA, Russia, and India where the number of cases 
was decreased by the middle of October. However, again 
it was started increasing in the middle of November 2020. 
This paper focuses on summarizing the approaches that 
were used to predict that the people are infected or not from 
covid-19. Data like people’s CT scan and CXR are the main 
source for prediction. Many researchers used deep learning 
based models whereas comparatively less researchers prefer 
machine learning models for covid-19 disease predictions. 
Researchers confirmed that image-based data like CT scans 
and X-rays are more helpful for accurate predictions. This 
paper provided a brief summary of the reported works on 
both the deep learning and machine learning models and 
also highlight the limitations of the proposed work. Moreo-
ver, the source of the dataset used by the researchers was 
provided which might be helpful for the future researcher 
to start the work quickly. Many of the reported work, not 
cross-validated or not tested with the different dataset, and 
hence the reported accuracy may vary with the change of 
the dataset. In the future, researchers may develop a strong 
model that can easily differentiate the covid-19 infected peo-
ple from others.
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