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Abstract

Predicting long-term spatiotemporal characteristics of fine particulate matter (PM2.5) is important 

in China to understand historical levels of PM2.5, to support health effects research of both 

long-term and short-term exposures to PM2.5, and to evaluate the efficacy of air pollution 

control policies. Satellite-retrieved aerosol optical depth (AOD) provides a unique opportunity 

to characterize the long-term trends of ground-level PM2.5 at high spatial resolution. However, 

the missing rate of AOD in Northeastern China (NEC) is very high, especially in winter, and 

challenges the accuracy of long-term predictions of PM2.5 if left unresolved. Using random forest 

algorithms, this study developed a gap-filling approach combing satellite AOD, meteorological 

data, land use parameters, population and visibility in the NEC during 2005–2016. The model, 

including all predictors, combined with a model without AOD was able to fill the gap of PM2.5 

predictions caused by missing AOD at 1-km resolution. The R2 (RMSE) of the full-coverage 

predictions was 0.81 (18.5 μg/m3) at the daily level. Gap-filled PM2.5 predictions on days with 

missing AOD reduced the relative prediction error from 28% to 2.5% in winter. The leave-one

year-out-cross-validation R2 (RMSE) of the full-coverage predictions was 0.65 (16.3 μg/m3) at 

the monthly level, indicating relatively high accuracy of predicted historical PM2.5 concentrations. 

Our results suggested that AOD helped increase the reliability of historical PM2.5 prediction when 

ground PM2.5 measurements were unavailable, even though predictions from the AOD model 

only accounted for approximate 37% of the whole dataset. Predicted PM2.5 level in NEC have 
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increased since 2005, reached its peak during 2013–2015, then saw a major decline in 2016. 

Our high-resolution predictions also showed a south to north gradient and many pollution hot 

spots in the city clusters surrounding provincial capitals, as well as within large cities. Overall, 

by combining predictions from the AOD model with higher accuracy and predictions from the 

non-AOD model to achieve full coverage, our modeling approach could produce long-term, 

full-coverage historical PM2.5 levels in high-latitude areas in China, despite the widespread and 

persistent AOD missingness.
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1. Introduction

It has been widely acknowledged that exposure to fine particulate matter (PM2.5, particulate 

matter with aerodynamic diameter less than 2.5 μm) is related to adverse effects on various 

health outcomes (Liu et al., 2019; Nachman et al., 2016; Pope et al., 2019; Power et al., 

2015). According to the estimates from the Global Burden of Diseases (GBD) 2017, ambient 

PM2.5 ranks as the eighth leading risk factor for death worldwide, by causing 2.94 million 

deaths globally (Stanaway et al., 2018). The GBD study estimated the disease burden 

attributed to PM2.5 using an integrated exposure-response (IER) model (Burnett et al., 2014). 

Few cohort studies in areas with high PM2.5 levels, e.g. China, were included in the IER 

model. Hence, conducting cohort studies in China on the associations between long-term 

PM2.5 exposure and health outcomes could provide more evidence necessary to estimate 

disease burden attributable to PM2.5, which has been hindered by exposure assessment 

of PM2.5 to a large extent. Relatively few sources of China PM2.5 data are available 

prior to 2013 when the national air quality network was established. Additionally, these 

monitoring stations tend to be unevenly-distributed, with most located in urban centers. 

Developing models capable of predicting PM2.5 concentrations at high spatial resolution 

and estimating historical PM2.5 levels with high accuracy is crucial for understanding the 

long-term spatiotemporal trends of PM2.5 and supporting PM2.5-related cohort studies in 

China.

Chemical transport models (CTMs) are a classical method that can provide simulations of 

PM2.5 concentrations without relying on PM2.5 measurements. For example, the Community 

Multi-scale Air Quality (CMAQ) modeling system was used to predict PM2.5 levels 

in Eastern China during 2010, and the correlation coefficients between predictions and 

measurements of PM2.5 were 0.64 and 0.56 at two ground monitoring stations (Zhao et 

al., 2013). Nationwide PM2.5 levels were also predicted in China in 2013 with CMAQ. 

However, the results tended to underestimate PM2.5—especially in spring and summer (Hu 

et al., 2016a). Due to the missingness of mechanisms and imperfect emission inventories, the 

simulations of CTMs tend to have high bias (Geng et al., 2017; Hu et al., 2016b; Zheng et 

al., 2015). Satellite data, such as aerosol optical depth (AOD) with wide temporal and spatial 

coverage, combined with advanced modeling strategies, have been increasingly used in 

predicting ground PM2.5 levels in China, especially since 2013 when PM2.5 measurements 
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became available nationwide(He and Huang, 2018; Li et al., 2017; Ma et al., 2014; Wei 

et al., 2019; Zheng et al., 2016). As a measure of aerosol light extinction and a column 

measurement of aerosol loading, AOD is a quantitative estimate of aerosol abundance in the 

atmosphere. It is widely known that the relationship between AOD and PM2.5 is influenced 

by weather and land use, and can vary in both space and time (Paciorek and Liu, 2009). 

Previous studies have proposed various methods to characterize this relationship, such as 

calibration based on simulations from chemical transport models (Donkelaar et al., 2010), 

identifying daily variation with linear mixed effects model (Ma et al., 2016), and assessing 

data-driven, non-linear PM2.5-AOD associations with machine learning algorithms (Di et al., 

2016; Xiao et al., 2018). Along with the demands of understanding the long-term trend of 

PM2.5 and evaluating the effectiveness of air quality control policies, a few studies have 

begun to predict historical PM2.5 levels in China (Lin et al., 2018; Ma et al., 2016; Xiao 

et al., 2018; Xue et al., 2019b). These studies have utilized multiple approaches, including 

development of a two-stage spatial statistical model to predict PM2.5 concentrations in China 

during 2004–2013 at 10-km resolution (Ma et al., 2016); evaluating long-term trends of 

PM2.5 in 19 provinces of China during 2001–2015 at 1-km resolution(Lin et al., 2018); and 

assessing PM2.5 variations between 2006 and 2017 in China based on a two-stage statistical 

model at 1 degree resolution (Xue et al., 2019b). However, gap-filling of daily predictions 

due to missing AOD was not utilized in these studies.

One limitation of employing AOD to predict ground level of PM2.5 is the non-random 

missingness of data. The absence of PM2.5 predictions at the daily level induced by 

missing AOD could bias time-aggregated PM2.5 estimates. For example, annual mean 

PM2.5 concentration was overestimated by approximately 10 μg/m3 without gap-filling 

missing AOD in Yangtze River Delta (YRD) of China in 2013–2014 (Xiao et al., 2017). 

Geostatistical and regression methods have been proposed in previous studies to fill missing 

AOD or PM2.5 predictions caused by non-random missingness of AOD and ground PM2.5 

observations were commonly used as predictors in some of these studies when estimating 

the spatiotemporal trends of missing AOD or PM2.5 predictions (de Hoogh et al., 2018; 

Goldberg et al., 2019; Kloog et al., 2012; Lv et al., 2016). For example, the ratio of daily 

and seasonal PM2.5 measurements joint with interpolation method was used to estimate 

missing AOD (Lv et al., 2016). Additionally, a spatial smoothing model based on PM2.5 

measurements was developed in the Mid-Atlantic region of the United States to increase 

the coverage of predicted PM2.5 when using models that include AOD (Kloog et al., 

2012). Models dependent on PM2.5 observations are unable to predict historical PM2.5 

levels prior to the establishment of the national air quality network. Other studies have 

employed multiple imputation, machine learning or deep learning methods by including 

meteorological parameters, land cover data and other predictors to fill missing AOD (Bi et 

al., 2019; Li et al., 2020; Xiao et al., 2017; Zhao et al., 2019a). In the NEC, where AOD 

retrieval failures are extensive for a prolonged period, associations derived from data outside 

the region and time period might fail to capture the true spatiotemporal patterns and lead 

to inaccurate predictions. Models without AOD have also been proposed to fill missing PM 

predictions. For example, linear mixed effects models or gradient boosting algorithms were 

used to predict PM2.5 or PM10 on grid cell-days without valid AOD (Meng et al., 2016; 
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Zhan et al., 2017). However, the model performance for gap-filling PM2.5 in high-latitudes 

and historical periods have not been fully evaluated.

Cloud cover is the main reason for AOD missingness, while high surface brightness can also 

result in AOD missingness over desert or snow or ice cover (Belle et al., 2017; Bi et al., 

2019; Chu et al., 2002; Hsu et al., 2013). A large number of people reside in high-latitude 

areas of the Northern Hemisphere, including Northeastern China (NEC), the New England 

region of the US, Northern European countries and Russia, where the land is covered by 

snow or ice for an extended period in winter. So far, only a few regional studies, e.g. 

in northeastern U.S. and Switzerland (Bi et al., 2019; de Hoogh et al., 2018; Kloog et 

al., 2012), have attempted gap-filling of predictions resulting from missing AOD in these 

regions. Both PM2.5 levels and variability are significantly higher in China than in the 

US (Cheng et al., 2016), hence the previous methods may not be applicable in the NEC. 

Specifically, approximately 50% of the NEC areas within the study domain have no valid 

AOD value in winter. Therefore, this study aims to estimate long-term PM2.5 levels at full 

temporal and spatial coverages in NEC.

There are approximately 100 million people living in NEC, but little is known about 

the long-term trend of air pollution there. The NEC, home to the Northeast Old 

Industrial Base (NOIB), used to be China’s industrial heartland and has suffered a chronic 

economic recession since the 1990s. To stimulate regional development, the Chinese central 

government implemented the Northeast Old Industrial Base Revitalization Strategy in 2003. 

These measures have increased energy consumption rapidly in this region (Li et al., 2016), 

with potentially significant impacts on air quality. Additionally, the NEC has severe PM2.5 

air pollution especially in winter, when PM2.5 concentrations can be more than twice the 

summer level during 2013–2016 (Table 1). For example, the heating systems ran for 146 

days in 2015 in Shenyang City with population of more than 8 million in NEC. The 

daily mean concentrations of PM2.5 were higher than 75 μg/m3 on 95 days out of these 

146 days, with the highest levels measured at over 600 μg/m3 in Shenyang in 2015. On 

the other hand, the AOD missing rate in NEC is high, caused by both cloud cover and 

snow cover. Therefore, a gap-filling approach is needed to correct the prediction errors 

resulting from AOD sampling bias to produce long-term estimates of PM2.5 with high 

accuracy in NEC. These methods could also provide references of modeling strategies for 

areas similar to NEC. Finally, though PM2.5 levels are high in NEC, fewer studies on 

associations of PM2.5 and various health outcomes have been done in the region compared 

with other polluted areas of China. Since the majority of previous studies have been 

based on measurements from a limited number of monitoring stations, this could introduce 

exposure misclassification that are necessary for epidemiological studies. Therefore, high 

quality exposure models are crucial to better understand the spatiotemporal characteristics of 

PM2.5 and support further epidemiological studies in NEC.

In this study, a gap-filling approach with random forest models at 1-km resolution was 

developed during 2013–2016 in NEC, where AOD missing rate was extremely high due 

to cloud cover, haze as well as lands covered by snow or ice, but few previous studies 

have done there. This study also analyzed the representativeness of predictions with respect 

to absence of PM2.5 predictions on days without available AOD and the role of AOD 
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in predicting historical PM2.5 concentrations. Long-term trends in 2005–2016 and spatial 

characteristics of PM2.5 concentrations in NEC were also characterized based on the full

coverage predictions of PM2.5 produced by the gap-filling approach.

2. Data and methods

Our study domain covered three provinces located in NEC with an area of more than 

780,000 km2 and approximately 100 million people, including Heilongjiang, Jilin and 

Liaoning Provinces from north to south. NEC is dominated by a temperate monsoon climate, 

characterized by cold and dry winters. There are up to 173 monitoring stations of PM2.5 

in NEC (Fig. 1). Most of the regional population resides along the Northeast China Plain 

(approximate 350,000 km2), which is a main agricultural and heavy industrial center in 

China (Zhao et al., 2019b).

A significant challenge for developing models of PM2.5 in NEC is the high rate of missing 

AOD. Throughout the entire study domain, the annual mean AOD coverage was 32% during 

2005–2016, with decreased coverage in the east and south (Fig. 2). Most of NEC had 

extremely low AOD coverage in winter. For example, approximately 50% of areas within the 

study domain have no valid AOD value during the 2015 winter (December 2015 – February 

2016) (Fig. 2). In addition, the monthly mean AOD coverage in Harbin, the capital city of 

Heilongjiang Province, is highest in autumn (47%) and as low as 11% in winter. A 50-km 

buffer was added around the provincial boundary within China to make sure the accuracy of 

predictions near the boundary of the study domain.

2.1. Ground measurements of PM2.5 concentrations

Ground measured hourly PM2.5 concentrations within the study domain from the National 

Air Quality Monitoring Network are collected from the China National Environmental 

Monitoring Center (CNEMC) at http://www.cnemc.cn/. Average daily PM2.5 concentrations 

of up to 173 monitoring stations were calculated from at least 18 valid hourly values per day 

during 2013–2016 for each station for model development.

2.2. Remote sensing AOD data

High-resolution AOD products have been increasingly applied in capturing local gradients 

of PM2.5 spatial distribution (Bi et al., 2019; Di et al., 2016; Xiao et al., 2017). In 

this study, the MAIAC (Multi-Angle Implementation of Atmospheric Correction) AOD 

data with a spatial resolution of 1-km was used. High resolution AOD was retrieved 

based on the MAIAC algorithm of the Moderate Resolution Imaging Spectroradiometer 

(MODIS) aboard the Terra and Aqua satellites (Lyapustin et al., 2011a; Lyapustin et 

al., 2011b). Gridded MAIAC AOD data were downloaded from the Earth Data portal 

(https://search.earthdata.nasa.gov) and values with quality assurance flags indicating cloud 

contaminated or covered by snow/water were cleaned. AOD data from 2013 to 2016 were 

used for model development and data from 2005 to 2012 were used for prediction. The 

1-km resolution modeling grid based on MAIAC AOD was used to integrate all parameters. 

PM2.5 monitoring sites were spatially matched to the 1-km grid cells. Model development 

and PM2.5 predictions were done at the grid level.
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2.3. Other predictors

Additional predictors related to PM2.5 concentrations were used to improve the accuracy 

of predicting PM2.5, especially when predicting historical PM2.5 levels when PM2.5 

measurements were unavailable. Overall, simulated PM2.5 values, visibility, meteorological 

parameters, land use data as well as population density were included for modeling and 

predicting PM2.5 concentrations in NEC.

Daily simulated PM2.5 concentrations were calculated based on simulations from the 

Modern-Era Retrospective analysis for Research and Applications, Version 2 (MERRA-2) 

(Randles et al., 2017). MERRA-2 simulations have full spatial and temporal coverage and 

provide additional information regarding PM2.5 trends. The MERRA-2 PM2.5 at 0.5° x 

0.625° resolution was interpolated into the 1-km grid cells by inverse distance weighted 

(IDW) method at daily level.

Previous studies have found visibility closely associated with ground PM2.5 levels and 

a promising predictor to estimate historical PM2.5 levels (Liu et al., 2017). Therefore, 

hourly visibility data from ground meteorological monitoring stations were downloaded 

from National Oceanic and Atmospheric Administration (NOAA) of United States. The 

hourly visibility data was aggregated to the daily level and interpolated to the 1-km grid cells 

by IDW method.

Meteorological data have been proven to play crucial roles in predicting PM2.5 

concentrations; therefore, we included relative humidity and air temperature at 2 m, 

east-west and north-south components of the wind vector plus wind speed at 10 m, 

total precipitation, as well as planetary boundary layer height (PBLH) in this study. 

All meteorological variables were obtained from Goddard Earth Observing System Data 

Assimilation System GEOS-5 Forward Processing (GEOS5-FP) at 0.25° × 0.3125° for 

2013–2016 and from Goddard Earth Observing System Model, version 5 (GEOS5) at 0.5° 

× 0.666° for 2005–2012. All meteorological data were interpolated to the 1-km grid cells 

by IDW method. Since model-simulated aerosol vertical profiles are prone to large errors 

and lidar-measured aerosol vertical profiles are too sparse for daily, full-coverage PM2.5 

modeling, we included weather parameters such as boundary layer height (indicator of 

vertical mixing) and wind speed (indicator of horizontal mixing) as predictors in our model. 

Vertical profile of aerosol with high spatiotempory resolution and coverage matched with 

AOD could be considered in future studies.

Land use, cloud, distance and population variables were provided by several sources. Cloud 

fraction (CF) data at 5-km resolution from Aqua and Terra (MYD06_L2 and MOD06_L2), 

were downloaded from the Earth Data portal (https://search.earthdata.nasa.gov). The daily 

mean CF values of Aqua and Terra were interpolated to MAIAC grids by IDW method. 

Normalized Difference Vegetation Index (NDVI) at 1-km resolution from MODIS 16-day 

NDVI product (MOD13A2), elevation data at 30-m resolution from Advanced Spaceborne 

Thermal Emission and Reflection Radiometer (ASTER) Global Digital Elevation Map 

(GDEM), road length within the 1-km grid, population data at 1-km resolution from the 

LandScan Global Population Database were matched or integrated with the 1-km grid cells.

Meng et al. Page 6

Remote Sens Environ. Author manuscript; available in PMC 2021 September 20.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

https://search.earthdata.nasa.gov/


2.4. Model development

Machine learning algorithms have been increasingly used in predicting concentrations 

of particulate matter in recent years for its flexibility in building associations between 

dependent and independent variables and high capacity of handling large amount of 

predictors (Di et al., 2016; Hu et al., 2017; Meng et al., 2018a; Stafoggia et al., 2019; 

Wei et al., 2019). Random forest was employed in this study to develop models during 

2013–2016 and predict PM2.5 levels during 2005–2016, by incorporating MAIAC AOD, 

MERRA-2 simulated PM2.5 concentrations, visibility, meteorological variables, land use 

data and population data. Random forest models with AOD on days and at grid cells of 

available AOD (AOD model) and without AOD (non-AOD model) on all days and at all 

grid cells were developed separately. The non-AOD model included the same predictors 

as the AOD model except MAIAC AOD. Ground PM2.5 measurements were used as the 

dependent variable and all mentioned predictors were used as independent variables to train 

the random forest. Random forest, as one of machine learning algorithms, is based on 

decision trees. It has been introduced in various previous studies and were briefly described 

here (Breiman, 2001; Hu et al., 2017; Liaw, 2015; Meng et al., 2018b). To train each tree in 

the forest, a training dataset is drawn from the original dataset using a bootstrap sampling 

method with replacement, then predictions are made based on data outside of the training 

dataset. Predictions from all trees are averaged and compared with their corresponding 

measurements to evaluate the model performance. To develop each tree in the forest, a 

random subset of the predictors is selected at each candidate split in the learning process, 

with the assumption that, if a few variables are very predictive for the dependent variable, 

they will be selected in many of these trees. The AOD-model and non-AOD model could 

be considered as we split the overall training dataset manually according to the availability 

of AOD data. In this manner, PM2.5 concentrations were predicted using the AOD model 

in grid cells and on days with available AOD, or using the non-AOD model where and 

when AOD was missing. The gap-filling approach combined results from two separate 

random forest models to produce predictions at a 100% spatiotemporal coverage. One 

strength of random forest is to provide importance ranking of predictors by comparing the 

mean squared error (MSE, defined as the average of the squares of the differences between 

the predictions and measurements) between predictions before and after that variable is 

permuted while all others are left unchanged.

Model overfitting was tested by 10-fold cross validation (CV) for predictions from AOD 

model, non-AOD model and combined predictions, respectively. The spatial interpolation 

accuracy was evaluated by a spatial 10-fold CV, i.e., randomly holding out 10% of 

monitoring stations, training the model with the remaining 90% of the stations, making 

predictions on the held-out stations, and repeating this process 10 times. Previous studies 

generally implemented regular temporal 10-fold CV by randomly choosing 10% days of 

data each time. However, a much stricter CV procedure was selected in this study by 

dropping an entire year of data each time (leave-one-year-out-cross-validation) to test the 

capacity of predicting PM2.5 beyond modeling period. The regression R2 and root mean 

square error (RMSE) were calculated between predictions and measurements to indicate the 

accuracy of combined predictions for spatial and temporal CV.
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3. Results and discussion

3.1. Description of PM2.5 measurements

Fig. 1 showed the study domain with PM2.5 monitoring stations during 2013–2016 and 

elevation in NEC. The monitoring network of air quality has been expanding since it was 

established in 2013 with 35 stations in NEC, and the number increased up to 173 in 2016. 

The mean PM2.5 measured concentrations of all stations during 2013–2016 was 48.6 μg/m3 

with standard deviation of 41.9 μg/m3. The annual mean values of PM2.5 concentrations 

were 58.9, 61.9, 60.3 and 46.3 μg/m3 for each year from 2013 to 2016, respectively, at 

35 sites with measurements for all four years. This time trend based on measurements 

suggests that the PM2.5 level in NEC was much higher than the level 2 annual limit of 

PM2.5 (35 μg/m3) in the Chinese Ambient Air Quality Standard (GB 3095–2012) in 2013–

2015, and dropped substantially by ~23% in 2016 compared to levels in 2013. A total of 

145,026 PM2.5 ground observations were included in the non-AOD model; while only 37% 

of them were matched with valid AOD values in the AOD model. The correlation coefficient 

was 0.40 for all the pairs of PM2.5 measurements and AOD, which was comparable with 

previous study (Yang et al., 2019).

3.2. Model performance

The 10-fold CV R2 (RMSE) values were 0.81 (16.3 μg/m3), 0.81 (18.6 μg/m3), and 0.81 

(18.5 μg/m3) for AOD model, non-AOD model and combined predictions, respectively. 

The importance ranking of predictors produced by random forest models were shown in 

Fig. S1. AOD was the second most important predictor in the AOD-model. MERRA-2 

PM2.5 simulations, humidity, temperature, PBLH and wind were important predictors in 

both the AOD-model and non-AOD model. Fig. 3 illustrated the density plots of linear 

regressions between measurements (y-axis) and 10-fold CV predictions of PM2.5 (x-axis) 

for AOD model (a), non-AOD model (b) and combined predictions (c). The results showed 

that the AOD-model (N = 54,328) and non-AOD model (N = 145,026) performed similarly 

well. However, the AOD model had smaller prediction errors with lower RMSE. With the 

constraint of PM2.5 measurements and the advantage of larger data size, the predictions from 

the non-AOD model had relatively high accuracy during our modeling period. Therefore, 

predictions from the non-AOD model could be used to gap-fill PM2.5 values with relatively 

high accuracy. Two-stage statistical models have been developed in seven regions of China 

to predict PM2.5 concentrations at 1-degree resolution based on one-year data of 2016, and 

the model 10-fold CV R2 and RMSE in NEC region were 0.71 and 13.5 μg/m3, respectively 

(Xue et al., 2019b). As an improvement over previous studies, the gap-filling random forest 

model in this study has significantly finer spatial resolution (1-km resolution) and higher 

CV R2 (0.81) than the two-stage model; though the RMSE (18.5 μg/m3) was slightly higher. 

This increase may be due to higher PM2.5 concentrations included in the modeling dataset 

(up to ~600 μg/m3) compared with levels in the previous study (up to ~300 μg/m3).

Since the rate of AOD missingness varied significantly by season, the representativeness of 

predictions was evaluated (Table 1). Monthly mean PM2.5 concentrations were calculated 

with all available daily PM2.5 measurements, combined predictions and predictions from the 

AOD model only. Seasonal mean values were calculated based on monthly mean values. 
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The missing rate for each season were given as a reference in Table 1. Measurements and 

combined predictions of PM2.5 were of 100% coverage, and the coverage for predictions 

from the AOD-model only was calculated as (1 - missing rate). Overall, the prediction errors 

at seasonal level were within 10% in spring, summer and fall, when the AOD missing rates 

and the PM2.5 levels were both relatively low. The prediction error in winter was 28% when 

using predictions only from AOD-model with 80% missing rate of AOD, but only 2.5% 

when using the combined predictions with full coverage. The predictions without gap-filling 

dramatically underestimated PM2.5 concentrations in winter, when the AOD missing rate 

was highest. A comparison of the annual mean and seasonal mean of PM2.5 measurements, 

full-coverage predictions, and predictions from the AOD-model only in NEC during 2013–

2016 was shown in Fig. S2. Nearly half of the grid cells lack predictions in winter without 

gap filling, which would lead to a significant underestimation of PM2.5 in winter and at 

the annual level in NEC. Previous research reported that non-gap-filled predictions tended 

to overestimate the PM2.5 level in YRD of China, since missing AOD normally occurs 

on cloudy days when PM2.5 tends to be lower than on clear days (Xiao et al., 2017). 

Unlike YRD, mean measured concentrations of PM2.5 in winter during 2013 and 2016 in 

NEC was 73.5 μg/m3 on days without valid AOD, versus 57.2 μg/m3 on days with valid 

AOD. Consequently, missing AOD results in underestimation of PM2.5 in winter in NEC, 

demonstrating the necessity to predict PM2.5 with full coverage.

The slight differences between measurements and our full-coverage predictions might 

because measurements are PM2.5 levels at monitoring points, while predictions are average 

PM2.5 levels within the 1 km by 1 km grids. The other possible explanation is that model 

training might be insufficient when PM2.5 levels are significant high (mostly in fall and 

winter) or low (mostly in spring and summer); therefore, the models tend to underestimate 

PM2.5 levels in fall and winter and overestimate in spring and summer.

The performance of our gap-filling approach is comparable with previous gap-filling 

models. The two-stage models from the study in YRD of China utilized gap-filled AOD by 

multiple imputation (MI) and had cross validation R2 values of 0.81 and 0.73 for predicting 

PM2.5 in 2013 and 2014, respectively (Xiao et al., 2017). A national study employing a 

machine learning algorithm based on satellite AOD and CMAQ AOD also achieved 100% 

spatiotemporal coverage in China with an R2 of 0.61 (Xue et al., 2019a). Yet another 

study in New York State developed random forest models to predict missing AOD using 

meteorological parameters in the first step, and prediction of PM2.5 with gap-filled AOD. 

The New York State example results showed a cross validation R2 of 0.82 (Bi et al., 2019). 

To compare with previous research, we also explored multiple imputation methods (MI) and 

random forest to predict missing AOD, but the widespread and persistent AOD missingness 

in NEC prevented these methods from being effective. Previously reported MI or random 

forest models firstly built associations between AOD and meteorological parameters at grids 

and on days with valid AOD, then predicted missing AOD based on these associations. In 

NEC, where AOD retrieval failures happened in extensive areas for a prolonged period, the 

models built with data beyond these regions and periods fail to capture the true patterns 

of AOD and lead to inaccurate predictions of missing AOD values. The combined results 

in this study achieved high accuracy because many meteorological parameters, which were 

used to predict AOD in previous studies, were also included in our models to provide similar 
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information for predicting PM2.5. Additionally, both the AOD model and non-AOD model 

were constrained by ground PM2.5 measurements.

The R2 (RMSE) of the 10-fold spatial CV was 0.78 (20.2 μg/m3) at the daily level, or 0.03 

lower than the overall R2 of the combined predictions. The density plot of the spatial CV 

was shown in Fig. 4. The slope and intercept of the linear regression of PM2.5 measurements 

by PM2.5 predictions of spatial CV were 1.11 and – 6.0, respectively, which were similar to 

the overall model performance. The spatial CV results indicated that the capacity of spatial 

interpolation of the combined predictions was stable, though moderate unobserved spatial 

trend was not captured by our model.

3.3. Leave-one-year-out-cross-validation

To further explore the role of AOD in predicting historical PM2.5 concentrations, leave

one-year-out-cross-validation was conducted separately for the AOD-model and non-AOD 

model. Here we assessed whether missing AOD would influence the capacity of models in 

predicting historical PM2.5 concentrations, which limited studies have done so far. We also 

compared PM2.5 measurements with PM2.5 predictions from the AOD model and non-AOD 

model only on grid cell-days with valid AOD values (N = 54,328) to avoid the influence 

of the different sizes of the training datasets. In this instance, the R2 (RMSE) values were 

0.50 (26.6 μg/m3) and 0.41 (28.9 μg/m3) at daily level for AOD-model and non-AOD model, 

respectively; and 0.62 (15.5 μg/m3) and 0.52 (17.3 μg/m3) at monthly level for the two 

models, respectively. These results suggested that AOD could help enhance the predicting 

accuracy significantly when predicting historical PM2.5 concentrations.

The overall R2 (RMSE) values of leave-one-year-out-cross-validation for the combined 

predictions were 0.43 (31.7 μg/m3) at the daily level and 0.65 (16.3 μg/m3) at the monthly 

level (N = 145,026), indicating that the gap-filling approach had relatively high accuracy in 

predicting historical PM2.5 concentrations, especially at the monthly level (Fig. 5). The 

linear regression plot between measurements and by year temporal CV predictions of 

PM2.5 at the monthly level were highly consistent for most pairs of measurements and 

predictions. Fig. 5 illustrated that the combined predictions tended to underestimate PM2.5 

concentrations when monthly mean measurements were higher than 150 μg/m3, and most 

of these occurrences were found in 2013. Additionally, leave-one-year-out-cross-validation 

R2 was 0.63 at the monthly level for the non-AOD model (N = 145,026), which was 0.02 

lower than R2 of combined predictions and suggested that integrating predictions from the 

AOD-model (N = 54,328), while only accounts for 37% of the whole dataset, can help to 

stabilize the accuracy of historical PM2.5 concentration predictions. Since AOD is directly 

related to PM2.5 by containing information of aerosol loading, the high spatial resolution 

of AOD may help the model capture fine gradient of PM2.5 variability. Thus, we combined 

predictions from the AOD-model to help capture fine-scale PM2.5 variability and predictions 

from the non-AOD model to achieve full coverage.

Because few historical PM2.5 measurements were available, the results from the leave-one

year-out cross-validation could indicate the capacity of predicting historical PM2.5 levels. 

To better illustrate the validation results of leave-one-year-out cross-validation, we showed 

the out-of-sample results in 2013 in Fig. S3. As a scenario for predicting historical PM2.5 
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before the period of model training, random forest models were developed based on data 

from 2014 to 2016, and then were used to predict PM2.5 concentrations in 2013. The R2 

(RMSE) values were 0.46 (42.3 μg/m3) and 0.76 (23.9 μg/m3) at the daily and monthly 

levels, respectively; with the estimation error mainly caused by the underestimation at higher 

PM2.5 levels. A previous study reported that by-year CV R2 of a random forest model 

at 10-km resolution in Northeastern China was 0.72 at monthly level in 2013–2017 with 

gap-filled predictions (Xiao et al., 2018). This difference may be attributed to differences in 

spatial resolution, study domain and study period. Another study developed a spatiotemporal 

random forest model in 2015, which was then used to predict PM2.5 concentrations in 

mainland China in 2016 (Wei et al., 2019). The R2 (RMSE) in 2016 were 0.55 (27.38 

μg/m3) and 0.73 (14.88 μg/m3) at the daily and monthly level, respectively (Wei et al., 

2019). Using similar methods, our model using data from 2013 to 2015 to predict PM2.5 

in 2016; the leave-one-year-out cross-validation R2 (RMSE) in 2016 is 0.71 (13.3 μg/m3) 

at the monthly level and was comparable with previous results. Unfortunately, the absence 

of PM2.5 measurements before 2013 prevents an independent assessment of the accuracy of 

predicted historical PM2.5 levels.

Another source of uncertainty regarding the validity of predicting historical PM2.5 is the 

potential differences resulting from the use of different meteorological data sources, either 

from GEOS-FP or GEOS-5. To address this issue, we compared daily meteorological 

parameters from GEOS-5 with those from GEOS-FP during the overlap period of Jan – 

May 2013 at grid level, with R2 values were 0.93, 0.83, 0.89, 0.90, 0.87 and 0.66 for 

temperature, humidity, east-west and north-south components of the wind vector, wind 

speed and PBLH, respectively. This comparison showed a high level of consistency between 

parameters from the two products. In a previous study, model performance and predictions 

produced by GEOS-5 and GEOS-FP during the overlap period were compared (Ma et al., 

2016). The comparison showed that CV-estimated PM2.5 concentrations using GEOS-5 data 

were almost the same as the CV estimations using the GEOS-FP (R2 = 0.99) based on a 

modeling dataset; and the mean R2 value, slope, and intercept between final predictions 

from the two meteorological products were 0.92, 0.98, and − 2.12, respectively, indicating 

consistency between historical estimations using GEOS-5 and GEOS-5 FP data. However, 

since the spatial resolutions and detailed algorithms are not fully consistent for GEOS-5 and 

GEOS-FP, further assessment of the performance of long-term meteorological products in 

predicting PM2.5 is warranted.

3.4. Temporal and spatial patterns of predictions of PM2.5

Predictions of PM2.5 daily concentrations were produced based on the gap-filling approach. 

Time series trends of predicted PM2.5 at the annual level for Liaoning (LN), Jilin (JL), 

Heilongjiang (HLJ) and all 3 provinces were summarized in Fig. 6; while the spatial 

distribution of annual mean PM2.5 concentrations in 2013 was shown in Fig. 7 as an 

example. Fig. 6 showed that, during our study period, PM2.5 concentrations began to 

increase from 2005 and reached an initial peak in 2008 or 2009. PM2.5 concentrations 

then fluctuated before arriving at the highest levels around 2013–2015, with dramatic drops 

seen in 2016. Even so, the annual mean in the whole NEC in 2016 was still higher than the 

annual Ambient Air Quality Standard limit of PM2.5 (35 μg/m3) in China (GB 3095–2012). 
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The temporal pattern was similar to previous estimations of PM2.5 in the Changchun city 

cluster, the capital city of Jilin Province (Xue et al., 2019b). The long-term trends of PM2.5 

indicated a lag effect in air pollution control policies in NEC. For example, the Chinese 

government launched the strictest air quality control policy in 2013 called the Air Pollution 

Prevention and Control Action Plan. With this plan, PM2.5 levels in key regions such as 

Beijing-Tijianjin-Hebei (BTH) region, Yangtze River Delta (YRD) and Pearl River Delta 

(PRD) started to decline in 2014 (Geng et al., 2019; Ma et al., 2019). However, based on 

our predictions, the reduction of PM2.5 in NEC started in 2016. Previous studies have shown 

that the investment in air pollution control per unit of SO2 and smoke-dust emissions (used 

as indicators of the intensity of environmental regulation), climbed steeply in 2013 and 

remained high in 2014. However, subsequent drops in PM2.5 concentrations were not evident 

until 2016 (Xue et al., 2019b), which was consistent with the trend in this study.

Considering the long heating season from mid-October to early April in NEC, we further 

evaluated the long-term trends during the non-heating season (April to September) and 

heating season (October to March). Results from this evaluation were shown in Fig. S4. 

While PM2.5 level in the heating season have increased since 2007 and reached peak levels 

in 2014, it has remained relatively stable during the non-heating season from 2009 to 2014, 

with decreases evident in 2015. A comparison of Fig. 6 with Fig. S3 suggested that the 

upward trend of annual mean PM2.5 since 2010 is likely dominated by rising PM2.5 levels 

during the heating season.

Overall, PM2.5 levels exhibit a decreasing trend from south to north in the NEC with high 

PM2.5 levels found in the city clusters surrounding provincial capitals. The NEC is subject 

to emissions from various industrial, farming and human sources. The average annual mean 

concentration of PM2.5 during 2005–2016 was 48.8 μg/m3 in Liaoning Province, which was 

13% and 26% higher than those in Jilin and Heilongjiang Provinces, respectively. The high 

PM2.5 levels in Liaoning Province could be explained by high emissions from these sources. 

For example, the emissions of SO2, NOx and PM2.5 were all much higher in Liaoning 

than Jilin and Heilongjiang Provinces (Zhao et al., 2013). Besides illustrating the spatial 

variability of PM2.5 between cities, our predictions also captured finer gradients within the 

cities. The two figures in the left panel of Fig. 7 showed comparisons between predicted 

PM2.5 at 1 km spatial resolution (upper) and a satellite image in the corresponding area of 

Shenyang City center (lower), indicating that the predictions could capture the lower PM2.5 

concentrations in grid cells associated with parks (red boxes in left lower map) at 1 km 

resolution.

4. Conclusions

As far as we know, this is the first regional model to estimate the long-term PM2.5 

concentrations at a high spatial resolution and full coverage in high-latitude areas of China. 

The gap-filling approach reduces the missingness of PM2.5 predictions and helps to correct 

the predictive bias caused by missing AOD that can happen in both extensive areas and 

prolonged time periods. These combined predictions may produce more accurate historical 

PM2.5 concentrations with fine-scale inter-city and intra-city spatial variability. Finally, 

this study demonstrated that including AOD may help increase the accuracy of predicted 
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historical PM2.5, which few studies have reported. These full-coverage and high-accuracy 

predictions of PM2.5 can support future evaluations of the effects of air quality control 

policies and facilitate epidemiological studies on the adverse health effects related to short

term and long-term exposures of PM2.5 in NEC.
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Fig. 1. 
Locations of PM2.5 measurement stations during 2013–2016 and elevation in the Northeast 

China (NEC).
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Fig. 2. 
The mean percentage of days with valid AOD value for grid cells at annual level in 2015 

(left) and for grid cells in 2015 winter (right) in the Northeast China (NEC).
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Fig. 3. 
The density plots of 10-fold CV between measured and predicted PM2.5 concentrations for 

the AOD model (a), the non-AOD model (b) and combined predictions from both models 

(c) in 2013–2016. The red lines are the regression lines between PM2.5 measurements and 

PM2.5 predictions. The black lines are the 1:1 lines. The vertical colour bar represents the 

percentage of the total number of data points in each pixel. Higher percentage means more 

data points falling into the pixel of the density plot.
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Fig. 4. 
The density plot of 10-fold spatial cross validation between measured and predicted PM2.5 

concentrations for the combined predictions. The red line is the regression line between 

PM2.5 measurements and PM2.5 predictions. The black line is the 1:1 line. The vertical 

colour bar represents the percentage of the total number of data points in each pixel. Higher 

percentage means more data points falling into the pixel of the density plot.
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Fig. 5. 
Leave-one-year-out-cross-validation results at daily level (a) and at monthly level (b) for the 

combined predictions on all days during 2013–2016. The red lines are the regression lines 

between PM2.5 measurements and PM2.5 predictions. The black lines are the 1:1 lines. The 

vertical colour bar in (a) represents the percentage of the total number of data points in each 

pixel. Higher percentage means more data points falling into the pixel of the density plot.
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Fig. 6. 
The long-term trends of predicted PM2.5 concentrations for the Northeast China (All), 

Liaoning Province (LN), Jilin Province (JL) and Heilongjiang Province (HLJ) during 2005–

2016. The unit is μg/m3.
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Fig. 7. 
Annual mean predictions of PM2.5 in Northeast China (NEC) in 2013. Left upper map 

shows predictions of PM2.5 at 1 km spatial resolution and left lower map shows satellite 

image in the same area. The red boxes in left lower map were 1 km × 1 km grids 

corresponding to the grids with lower levels of PM2.5 in the left upper map.

Meng et al. Page 25

Remote Sens Environ. Author manuscript; available in PMC 2021 September 20.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

Meng et al. Page 26

Ta
b

le
 1

T
he

 s
ea

so
na

l m
ea

n 
co

nc
en

tr
at

io
ns

 o
f 

PM
2.

5 
m

ea
su

re
m

en
ts

, p
re

di
ct

io
ns

 w
ith

 f
ul

l c
ov

er
ag

e 
(c

om
bi

ne
d)

 a
nd

 p
re

di
ct

io
ns

 w
ith

 m
is

si
ng

ne
ss

 (
A

O
D

-m
od

el
 

on
ly

),
 a

s 
w

el
l a

s 
th

e 
A

O
D

 m
is

si
ng

 r
at

es
 b

y 
se

as
on

s 
in

 th
e 

m
od

el
in

g 
da

ta
se

t d
ur

in
g 

20
13

–2
01

6.

Se
as

on
s

N
o.

 o
f 

m
ea

su
re

m
en

ts
M

is
si

ng
 r

at
e*

M
ea

n 
of

 m
ea

su
re

m
en

ts
M

ea
n 

of
 p

re
di

ct
io

ns
 (

co
m

bi
ne

d)
M

ea
n 

of
 p

re
di

ct
io

ns
 (

A
O

D
-m

od
el

 o
nl

y)

Sp
ri

ng
36

,1
45

56
%

44
.6

 μ
g/

m
3

47
.3

 μ
g/

m
3

46
.2

 μ
g/

m
3

Su
m

m
er

37
,7

71
64

%
32

.5
 μ

g/
m

3
32

.8
 μ

g/
m

3
32

.0
 μ

g/
m

3

Fa
ll

37
,0

04
51

%
57

.4
 μ

g/
m

3
54

.8
 μ

g/
m

3
53

.3
 μ

g/
m

3

W
in

te
r

34
,1

06
80

%
80

.8
 μ

g/
m

3
78

.7
 μ

g/
m

3
57

.9
 μ

g/
m

3

* M
is

si
ng

 r
at

e 
=

 (
N

o.
 o

f 
al

l P
M

2.
5 

ob
se

rv
at

io
ns

 -
 N

o.
 o

f 
PM

2.
5 

ob
se

rv
at

io
ns

 m
at

ch
ed

 w
ith

 v
al

id
 A

O
D

)/
 N

o.
 o

f 
al

l P
M

2.
5 

ob
se

rv
at

io
ns

.

Remote Sens Environ. Author manuscript; available in PMC 2021 September 20.


	Abstract
	Introduction
	Data and methods
	Ground measurements of PM2.5 concentrations
	Remote sensing AOD data
	Other predictors
	Model development

	Results and discussion
	Description of PM2.5 measurements
	Model performance
	Leave-one-year-out-cross-validation
	Temporal and spatial patterns of predictions of PM2.5

	Conclusions
	References
	Fig. 1.
	Fig. 2.
	Fig. 3.
	Fig. 4.
	Fig. 5.
	Fig. 6.
	Fig. 7.
	Table 1

