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Abstract
Artificial or augmented intelligence, machine learning, and deep learning will be an increasingly important part of clinical 
practice for the next generation of radiologists. It is therefore critical that radiology residents develop a practical understand-
ing of deep learning in medical imaging. Certain aspects of deep learning are not intuitive and may be better understood 
through hands-on experience; however, the technical requirements for setting up a programming and computing environment 
for deep learning can pose a high barrier to entry for individuals with limited experience in computer programming and 
limited access to GPU-accelerated computing. To address these concerns, we implemented an introductory module for deep 
learning in medical imaging within a self-contained, web-hosted development environment. Our initial experience established 
the feasibility of guiding radiology trainees through the module within a 45-min period typical of educational conferences.
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Background

Practical applications for machine learning (ML) in medical 
imaging are under intense development, both in academia 
and industry. Deep learning (DL), a subfield of ML that 
utilizes so-called deep convolutional neural networks, has 
become increasingly popular in recent years due to its excel-
lent performance in image analysis tasks. Although clini-
cally useful applications of DL remain scarce, the massive 
investment into research and development in this space sug-
gest that DL applications will soon arrive to clinical practice. 
With the emergence of any new tool comes the responsibil-
ity to develop a practical understanding of the technology 
underlying that tool to facilitate effective clinical use. The 
need for a DL curriculum in radiology training — and medi-
cal education, more broadly — is clear.

No standards currently exist for the development of a DL 
curriculum in radiology education, nor is there a standard 
curriculum for the broader fields of clinical and/or imag-
ing informatics in medical education; however, a number of 
recent publications have emphasized the needs and explored 
various approaches to integrating these important concepts 
into clinical education [1–10]. Data curation and annota-
tion — on the front end — along with analysis and clini-
cal application of model results — on the back end — are 
generally intuitive topics for radiologists to understand and 
can be presented with a traditional educational approach. 
However, the technical details of model development and 
deployment — including training, validation, and inference 
— may be foreign concepts to radiologists, benefiting from 
a more hands-on experience to promote insight. This practi-
cal knowledge will help radiologists better interpret model 
predictions as well as identify and analyze model failures.

The technical aspects of a DL model draw on concepts 
from linear algebra, statistics, and computer science. An 
ideal introductory module for DL in medical imaging should 
engage a learner at their knowledge level and foster excite-
ment that may motivation deeper study. The “Hello World 
Deep Learning in Medical Imaging” module — hereafter 
referred to as the “Hello World” module — developed by 
Lakhani et al. provides a straight-forward conceptual intro-
duction to training, validation, and testing of a DL model 
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[11]. This module is designed to run in a Python language 
programming environment.

Given the growing interest in the science of DL at our 
institution and its associated training programs, as well 
as within the broader community, we sought to adapt the 
“Hello World” module for a more general audience, includ-
ing non-coders and beginning programmers with limited 
programming experience. The goal of the work described 
herein was to facilitate the engagement of this audience 
with the “Hello World” module by providing a web-hosted 
environment with minimal setup required and by extending 
the module to further engage the user with simple experi-
ments and code modifications. To bypass the necessity of 
installing Python, setting up an environment with the neces-
sary libraries, downloading the dataset, and obtaining GPU 
access, we selected the web-hosted, cloud-based Kaggle 
Notebooks platform (https:// www. kaggle. com/ noteb ooks) 
for implementation of the “Hello World” module. The Kag-
gle platform is easy to use, free, and recognized within the 
radiology community after it hosted the 2017–2019 Radio-
logical Society of North America (RSNA) and 2019 Society 
for Imaging Informatics in Medicine-American College of 
Radiology (SIIM-ACR) machine learning challenges. This 
decision allowed us to focus more time and effort on run-
ning the code and explaining the concepts highlighted in the 
“Hello World” module when leading the live, interactive 
demonstrations.

Methods

Module Design and Dataset

The “Hello World” module takes users through the pro-
cess of training a deep learning model to distinguish chest 
radiographs from abdominal radiographs. It is implemented 
in the Python programming language, utilizing the Keras 
deep learning framework, the TensorFlow “back end” deep 
learning library, and the Jupyter Notebook environment. 
The dataset and code were obtained from Paras Lakhani’s 
GitHub repository [12]. The dataset was modified to match 
the directory structure specified in the original article and 
uploaded to Kaggle Datasets (https:// www. kaggle. com/ 
wfwig gins2 03/ hello- world- deep- learn ing- siim). A Kaggle 
Notebook was created from the original Jupyter Notebook 
and linked to the Kaggle Dataset.

Modifications to the Original Code

The original “Hello World” module takes users through 
the process of establishing training, validation and test 
datasets for a binary classification task — distinguishing 
chest radiographs from abdominal radiographs. Using 

the Keras framework with the TensorFlow backend, the 
authors employ the InceptionV3 model architecture [13] 
and a technique called “transfer learning” to train a model 
that performs this task with high accuracy. In transfer 
learning, a model is initialized with weights (or param-
eters) obtained by pretraining a model on a different task 
[14]. Custom layers are then added to the “top” of the 
network to achieve the target task.

A graphical representation of the time allotted for each 
step in the module walkthrough is presented in Fig. 1. We 
modified the code for our implementation of the module, 
adding steps to increase participant engagement, high-
light important concepts, and facilitate independent use 
and deeper study of the module. In addition, the code was 
split into smaller blocks of code placed within individual 
code cells to further break down each of the steps in the 
module. Steps requiring user input were added to increase 
engagement with the module, rather than have users sim-
ply run the code. An initial step to print “Hello, World!” 
to the output was added in homage to the name of the 
module as well as the time-honored tradition of perform-
ing this task when first learning a new programming lan-
guage (Fig. 2). Two randomization steps were added at 
later points in the module, where users were prompted to 
make changes to the code based on the group to which they 
were randomized (Fig. 3). In addition to fostering partici-
pant interaction with the module, these steps highlighted 
important concepts in deep learning: data augmentation 
and “dropout.”

Finally, the code was modified to introduce the concept 
of “fine tuning” a model when applying the transfer learning 
technique. In the “Hello World” module, the initial weights 
were obtained from pretraining the model on the ImageNet 
general image classification task, then custom layers were 
added to the “top” of the network to generate the binary 
classification of chest radiograph or abdominal radiograph. 
We added a step to “freeze” (i.e., make untrainable) the pre-
trained portion of the network for the first few epochs of 
model training. Another step was added to then “unfreeze” 
the network (i.e., make trainable) for “fine tuning” of the 
pretrained weights to the target task (Fig. 4).

Furthermore, detailed explanations of each step in the 
module were generated, along with links to more in-depth 
external resources (Fig. 5) to facilitate independent review 
of the code and deeper study of the materials upon returning 
to the module after the live demonstration.

Feedback

An informal survey was given to participants following each 
of the in-person demonstrations to obtain feedback on the 
module and platform.
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Fig. 1  Overview of module 
walk-through timing

Fig. 2  Code editor interface and “Hello World” task
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Fig. 3  Randomization steps with instructions for user code editing
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Fig. 4  Transfer learning and fine-tuning steps
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Fig. 5  Link to external resource for further learning (with screen capture from resource)
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Kaggle Notebook and Source Code Repository

The Kaggle Notebook is available at https:// www. kaggle. 
com/ wfwig gins2 03/ hello- world- for- deep- learn ing- siim. If 
you would like to experiment with the Notebook, you must 
first create a Kaggle account and then “copy and edit” the 
original Notebook.

The source code for the Kaggle Notebook is available in Dr. 
Wiggins’ GitHub repository (https:// github. com/ wfwig gins/ 
Hello_ World_ Deep_ Learn ing).

Results and Discussion

Live demonstration of the Kaggle “Hello World” module 
was performed in-person during 45-min teaching confer-
ences for two radiology training programs within our insti-
tution and one program at a neighboring institution. Pres-
entations occurred during regularly scheduled conferences 
for which attendance was required at both institutions; how-
ever, active participation in the hands-on component was 
optional. A total of 23 residents and 6 fellows participated at 
our institution; 20 residents participated at the neighboring 
institution. A fourth demonstration was performed via an 
hour-long webinar for a radiology trainee-oriented journal 
club, for which there were 72 live participants. A recording 
of this webinar is available at the referenced link [15]. At 
the time of this writing, our version of the Kaggle notebook 
was accessed by 281 unique users. One user made a copy 
of the notebook publically available under their own profile 
with an additional 16 unique users accessing that version for 
a total of 297 unique users.

For each demonstration, the participants were asked to 
create an account on the Kaggle website prior to the session. 
At the beginning of the session, the participants created their 
own copy of the Kaggle Notebook to follow along with the 
demonstration. Once within the Notebook environment, the 
participants were oriented to basic details and functions of 
the environment itself before running the code cell-by-cell.

In our initial two experiences, the participants were 
required to establish Internet connectivity within the Kag-
gle Notebook environment to later download the pretrained 
weights for the DL model. The initial Internet connection 
requires two-factor authentication, which limited partici-
pation for one trainee with poor cellular service reception. 
Additionally, several users experienced errors during the 
download step, which required a reboot of the Notebook 
and re-running the preceding code cells to resolve.

Following these initial experiences, two modifications 
to the module were made to obviate the need for Inter-
net connectivity and to increase efficiency of training the 
model during the live demonstrations. First, the pretrained 
weights for the Keras implementation of the InceptionV3 

model were added as a separate dataset to circumvent the 
errors incurred when downloading the pretrained weights 
to the Kaggle Notebook environment. Second, Kaggle’s 
experimental cloud GPU support was added to increase the 
speed of model training and, thus, more comfortably com-
plete the live demonstrations within the target time limit 
of 45 min — typical for a radiology teaching conference.

The third in-person demonstration was completed with 
ample time to discuss concepts introduced in the module in 
further detail. One participant encountered an error related 
to the GPU support, which was alleviated by restarting the 
Kaggle Notebook and re-running the preceding code cells.

The webinar-based demonstration posed new chal-
lenges, as presenters were unable to circulate among par-
ticipants to monitor progress or assist with troubleshoot-
ing. This was addressed by establishing an online forum in 
which the participants could submit screenshots to demon-
strate progress or errors encountered. To our knowledge, 
none of the webinar participants encountered any major 
errors and all were able to complete the module within the 
scheduled hour, which included approximately 15 min of 
didactic material and other discussions. A recording of 
this session is available on the ACR Resident & Fellow 
Section’s AI Journal Club YouTube Channel [15].

In each of the in-person demonstrations, informal feed-
back was mostly positive. Constructive criticism tended to 
highlight time constraints and errors, both of which were 
addressed prior to later demonstrations. The participants 
in the webinar gave informal feedback via the discussion 
forum with several requesting tips on how to modify the 
code for other datasets and tasks, suggesting a desire to 
continue learning with the module. To our knowledge, 7 
of the residents who participated at our institution went on 
to participate in research projects involving deep learning 
for medical imaging, though we did not determine whether 
this was a direct effect of their participation in the module.

Through our experience with the “Hello World” 
module, we learned that we were able to engage 
multiple groups of radiology trainees in an educational, 
interactive experience that introduced important concept 
in deep learning for medical imaging within a single, 
45-min session. However, there are some limitations 
to our approach that should be considered for future 
iterations on this work. While we built features into 
the module designed to facilitate deeper, independent 
engagement with the material presented, we did 
not implement any mechanism for assessing further 
engagement with the material or deeper investigation, 
nor did we perform longitudinal assessment of 
participants’ retention of the concepts introduced in 
this module. Furthermore, future iterations of this work 
should be integrated within the context of a broader ML 
and/or informatics curriculum.
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Conclusion

We successfully developed a web-hosted, self-contained 
implementation of an introductory module for deep learn-
ing in medical imaging, which is freely available for use 
and presentable within a 45-min period typical of radiology 
educational conferences. This module aims to foster deeper 
study and experimentation with deep learning, which may 
facilitate deeper understanding of these tools when clini-
cal applications of DL start to emerge in clinical radiology 
practice.
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