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abstract

PURPOSE Large-scale analysis of real-world evidence is often limited to structured data fields that do not contain
reliable information on recurrence status and disease sites. In this report, we describe a natural language
processing (NLP) framework that uses data from free-text, unstructured reports to classify recurrence status and
sites of recurrence for patients with breast and hepatocellular carcinomas (HCC).

METHODS Using two cohorts of breast cancer and HCC cases, we validated the ability of a previously developed
NLP model to distinguish between no recurrence, local recurrence, and distant recurrence, based on clinician
notes, radiology reports, and pathology reports compared with manual curation. A second NLP model was
trained and validated to identify sites of recurrence. We compared the ability of each NLP model to identify the
presence, timing, and site of recurrence, when compared against manual chart review and International
Classification of Diseases coding.

RESULTS A total of 1,273 patients were included in the development and validation of the two models. The NLP
model for recurrence detects distant recurrence with an area under the curve of 0.98 (95% CI, 0.96 to 0.99) and
0.95 (95% CI, 0.88 to 0.98) in breast and HCC cohorts, respectively. The mean accuracy of the NLP model for
detecting any site of distant recurrence was 0.9 for breast cancer and 0.83 for HCC. The NLP model for
recurrence identified a larger proportion of patients with distant recurrence in a breast cancer database (11.1%)
compared with International Classification of Diseases coding (2.31%).

CONCLUSION We developed two NLP models to identify distant cancer recurrence, timing of recurrence, and
sites of recurrence based on unstructured electronic health record data. These models can be used to perform
large-scale retrospective studies in oncology.

JCO Clin Cancer Inform 5:469-478. © 2021 by American Society of Clinical Oncology

INTRODUCTION

With the increasingly widespread use of electronic health
records (EHRs), data on real-world patient outcomes are
more readily available. Use of these real-world data allows
for analysis of the majority of adult patients with cancer
who are treated outside of clinical trials. The current
method of obtaining information on cancer disease status
involves manual chart abstraction, which is labor-
intensive, time-consuming, and is not feasible for large-
scale data analysis. Population-based cancer registries
such as SEER collect information on disease status at
initial diagnosis only and are not funded to capture in-
formation on a patient’s longitudinal disease course.1

Many studies have tried to automate chart abstraction
using information available in the EHR.Use of International

Classification of Diseases (ICD) codes and claims data
have low sensitivity for identifying cancer disease status
with sensitivity between 50% and 60%.2-4 Similar limita-
tions in the identification of recurrence status also apply to
assessment of sites of recurrence. ICD codes exist for
various secondary sites of metastatic involvement but are
inconsistently used in practice.4,5 Use of ICD coding and
claims data fails to capture up to 17%of patients with bone
metastasis5 and limits the analysis of outcomes based on
sites of metastatic disease. Improvements in the aggre-
gation and analysis of EHR data are necessary to enhance
the use of real-world data and allow for replication and
validation of randomized controlled trials.6

Natural language processing (NLP) techniques allow
for the extraction of valuable information on disease
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progression contained within free text notes to determine
recurrence status. Rule-based approaches can have high
sensitivity of 92%-94% for detecting recurrence; however,
these algorithms have limited generalizability because of
differences in style and formatting between institutions and
providers.7,8 Additionally, many earlier studies used se-
lected pathology reports or imaging reports that limit
sensitivity.9,10 More recently, using a combination of pa-
thology reports, imaging reports, and clinician notes, Carrell
et al11 were able to identify 92% of recurrent breast cancer
cases. Use of NLP and deep machine learning has greatly
improved sensitivity for detection of recurrence, but no
studies thus far have algorithms that can distinguish be-
tween local recurrence and distant recurrence as well as
timeline of recurrence or have been applied across multiple
tumor types.

In our previous work, we developed a neural network-based
NLP approach to extract breast cancer recurrence timeline
information from progress notes and radiology and pathology
reports, and were able to achieve a sensitivity of 83%,
specificity of 73%, and AUROC (Area Under Receiver oper-
ating characteristic) of 0.9 for recurrence detection.12 How-
ever, this model lacks the ability to distinguish between local
recurrence and distant recurrence, and its ability to detect
cancer recurrence in other solid tumor types is unknown.

In this current study, we set out to answer three questions:
(1) Can an NLP model be developed to identify distant sites
of recurrence, rather than local recurrence? (2) Can an NLP
model that was trained to detect recurrence in patients with
breast cancer generalize well to a different solid tumor type?
(3) Can an NLP model be developed to identify sites of
recurrence using unstructured data?

METHODS

Cohort Development

We used two data sets from breast and hepatocellular
carcinoma (HCC) cohorts to develop and validate the NLP

algorithms. Breast cancer was selected as the primary
disease for initial development and testing since patients
can often have long disease courses with late recurrence,
and the specific site of distant recurrence can affect
prognosis. HCC cases were selected for validation because
of dissimilar distant recurrence sites with more local
intrahepatic recurrence or peritoneal metastasis seen with
HCC compared with bone and CNS metastatic sites seen in
breast cancer. This would allow assessment of generaliz-
ability of these NLP models to various solid tumors.

With the approval of the Stanford University institutional
review board, we trained and validated the NLP models
using two cohorts of patients from the Oncoshare breast
cancer research database. The Oncoshare database
contains retrospective EHR data from Stanford Healthcare
(SHC) that is linked on an individual patient level to data
from the California Cancer Registry, a SEER registry.13 The
Oncoshare database contains structured fields, including
diagnostic codes, procedure codes, laboratory data,
medications administered, and prescription data.14,15 Ad-
ditionally, unstructured fields are available, including free-
text clinician notes, radiology reports, and pathology re-
ports. To complement this EHR data, registry data from
California Cancer Registry contains demographic infor-
mation, tumor characteristics at initial breast cancer di-
agnosis, and survival data.

Among 7,116 SHC patients within the Oncoshare data-
base, we selected two cohorts of patients (Appendix Fig
A1). The first cohort (cohort A) was previously identified for
training and validation of an NLP model to detect
recurrence.12 This cohort was selected based on patients
who had a surveillance mammogram followed by . 2
computed tomography or magnetic resonance examina-
tions to identify a population of patients with high suspicion
for recurrence. The second cohort (cohort B) was selected
based on patients having received two or more doses of
osteoclast inhibitors to identify a population of patients with

CONTEXT

Key Objective
Can we identify patients with cancer who have developed distant recurrence, the timing of recurrence, and sites of recurrence

using clinical information available in the electronic health record?
Knowledge Generated
Natural language processing was used to parse free text from clinician notes, pathology reports, and radiology reports, and

then fed into machine learning models to identify cases of recurrence. Our data show that it is possible to distinguish
between local versus distant recurrence cases and sites of recurrence and that machine learning models can capture more
recurrence cases compared with use of International Classification of Diseases coding alone.

Relevance
Our natural language processing model can be applied to large data sets to create patient cohorts with recurrent disease and

allow for retrospective, real-world analysis of outcomes based on recurrence status and sites of recurrence. The code for
this model will be publically available for all investigators to use for research purposes.
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higher suspicion for distant metastasis. Patients included in
cohort A who met inclusion criteria for cohort B were ex-
cluded to avoid patient overlap between the two cohorts.
For the evaluation of model generalizability to patients with
HCC, we used a cohort of 248 patients who underwent
surgical resection for HCC at SHC between January 1,
2009, and December 31, 2017 (cohort C).

Manual Chart Review

Cases in cohort A were manually curated for recurrence
status, earliest date of recurrence, and sites of initial re-
currence using progress notes, pathology reports, and
radiology reports, and the methods are described in our
previous work. Cases in cohort B were manually curated by
an expert oncologist for recurrence status, earliest date of
recurrence, and sites of recurrence using NLP-assisted
curation of progress notes, pathology reports, and radiol-
ogy reports. Recurrence was defined as locoregional or
distant metastatic disease that was newly documented
during the follow-up period after the initial diagnosis and
completion of initial definitive local therapy. Locoregional
recurrence was defined as ipsilateral breast or ipsilateral
regional lymph node disease (axillary, supraclavicular,
infraclavicular, and internal mammary nodes). All other
sites of recurrence or distant organ involvement were

characterized as distant recurrence. Cancers in the con-
tralateral breast were considered second primary cancers
rather than recurrences. The recurrence date was recorded
as the quarter during which there was either (1) a new
radiographic finding of disease, (2) pathology report with
tissue diagnosis of recurrence, or (3) clinician note doc-
umenting progression. If there was uncertainty in docu-
mentation, such as may represent or concern for, these
were not considered to be definitive documentation of
recurrence during that timeframe.

Cases in the HCC cohort were manually curated for re-
currence status, date of recurrence, and sites of recur-
rence, using NLP-assisted curation of progress notes,
pathology reports, and radiology reports. Local recurrence
was defined as intrahepatic recurrence, whereas distant
recurrence was defined as any extrahepatic nodal or distant
organ involvement.

NLP Model Development and Evaluation

Figure 1 depicts the overall workflow of the proposed NLP
pipeline, which contains two core processingmodules—(1)
recurrence timeline detection and (2) recurrence site de-
tection. The recurrence timeline detectionmodel is a neural
network-based NLP algorithm that analyzes physician
notes and pathology and radiology reports in Stanford’s

Recurrence prediction model
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FIG 1. Model development: Step 1: recurrence prediction model no recurrence within quarter OR predicted probability of recurrence. .2. Step 2: sites of
recurrence prediction model site of recurrence within quarter.
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breast cancer database, Oncoshare (cohort A), to identify
no recurrence, local recurrence, or distant recurrence by
parsing the quarterly clinical notes documented in neutral
language. We used vectorized clinical notes of each 3-
month period of patient visits as model input, with the
model computing the probabilistic output of recurrence via
multiple nonlinear transformations. In the current study, we
validated this algorithm on a distinct Oncoshare cohort
(cohort B) where the cases were manually curated for
longitudinal development of local recurrence or distant
recurrence and recurrence sites by an expert oncologist.

For the development of the NLP model for recurrence site
detection, weused ahybrid approachwherewe combined the
semantic sentence selection and machine learning to detect
primarily seven anatomical regions for distant recurrence:
bone, lymph node, liver, CNS, lung, peritoneum, and skin. We
designed a one versus all classifier approach where for the
seven anatomical sites, we generated the seven-binary
XGBoost classifier models and trained them separately for
each site. Themodel first takes input from the text block16 that
is classified as distant recurrence by the recurrence detection
model and then extracts relevant sentences based on a cu-
rated dictionary for anatomical terms or synonyms for the
targeted sites. The sentence selection step not only allows the
model to focus on important words, but also helps to reduce
noise in the input data by removing uncertain or vague re-
currence information about other sites. The dictionary of
anatomical terms was generated based on consultation with
domain experts and biomedical ontologies. Our site detection
model also allows us to detect recurrence to multiple sites
within the same period (more technical details of the NLP
methods is in the Data Supplement).

The first validation of the recurrence timeline detection
model in cohort B was performed using standard statistical
measures (AUROC, sensitivity, and specificity) used in our
previous publication.12 Using the mean probability of re-
currence for distant recurrence in the breast and HCC
cohorts, we calculated the sensitivity, specificity, accuracy,
and f1-score for the NLP model’s ability to detect distant
recurrence, when compared with manual curation. A two-
sided t-test was used to compare mean probabilities be-
tween local and distant recurrence cases. Next, we com-
bined cases in cohorts A and B to train and validate the NLP
classifiers that detect distant recurrence site. These cohorts
were combined because of fewer recurrence cases in
cohort A, with less variation in sites of recurrence, as these
cases were originally curated only for distant recurrence
sites at first recurrence. The combined cohort was ran-
domly divided into 80% training and 20% validation sets.
Sensitivity, specificity, and accuracy were calculated for the
NLP model’s ability to detect distant recurrence sites
compared with manual curation. Last, we applied the
models for recurrence and identification of recurrence site
to patients with HCC (cohort C) and calculated sensitivity,
specificity, and f1 scores for the model’s ability to detect
recurrence and sites of recurrence.

Comparison of NLP Classifications With ICD Coding

To compare clinical utility of this model for detection of any
distant recurrence and bone recurrence against informa-
tion available using only structured data fields, we com-
pared NLP model predictions against ICD codes for all
patients available in the Oncoshare Database. For coding of
distant recurrence, we included ICD 9 or 10 codes of
distant metastasis, including C77, C78, C79, and C80.0
(ICD 10 codes) and 196, 197, and 198 (ICD 9 codes). We
assessed the first date of ICD coding for metastatic disease

TABLE 1. Demographics of Breast Cancer Cohorts

Patient Characteristics

Cohort B Cohort A

N = 181 N = 894

Age at diagnosis (median), years 54 56

Median follow-up, months 72 106

Ethnicity, No. (%)

Hispanic 21 (11.6) 70 (7.83)

Non-Hispanic 160 (88.39) 820 (91.72)

Unknown 0 (0) 4 (0.44)

Race, No. (%)

White 112 (61.89) 677 (75.73)

Asian 42 (23.2) 172 (19.24)

Black or African American 3 (1.66) 24 (2.68)

American Indian or Alaska Native 24 (13.26) 2 (0.2)

Native Hawaiian or Pacific Islander 0 (0) 10 (1.11)

Other or unknown 0 (0) 9 (1)

Stage, No. (%)

0 3 (1.66) 130 (14.54)

I 19 (10.5) 222 (24.83)

II 48 (26.52) 241 (26.96)

III 32 (17.68) 82 (9.17)

IV 25 (13.81) 0 (0)

Unknown 54 (29.83) 219 (24.49)

Hormone receptor status, No. (%)

ER-positive and PR-positive and HER2-negative 63 (34.8) 274 (30.65)

ER-positive and PR-positive and HER2-positive 18 (9.94) 55 (6.15)

ER-negative and PR-negative and HER2-positive 3 (1.66) 27 (3.02)

ER-negative and PR-negative and HER2-negative 15 (8.29) 72 (8.05)

Missing 0 (0) 0 (0)

Other 82 (45.3) 466 (52.12)

Histologic grade, No. (%)

1 15 (8.29) 129 (14.43)

2 56 (30.94) 235 (26.29)

3 47 (25.97) 201 (22.48)

Unknown 64 (35.36) 238 (26.62)

Abbreviations: ER, estrogen receptor; HER2, human epidermal growth factor
receptor 2; PR, progesterone receptor.
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in patients with two or more metastatic codes on separate
dates within 30 days. For coding of bone metastasis, we
included the ICD 9 or 10 codes for secondary malignant
neoplasm of bone C79.51 (ICD 10 code) and 198.5 (ICD 9
code) and similarly assessed for the first date of ICD code in
patients with two or more codes on separate dates within
30 days.

RESULTS

Baseline Characteristics of Cohorts

The validation breast cancer cohort (cohort B) curated for
local versus distant recurrence consisted of 180 patients
and 350 three-month periods (quarters) of patient visits. In
cohort B, themedian age at breast cancer diagnosis was 54
years, with a median follow-up time of 72 months (Table 1).
Cases included in this validation cohort were mutually
exclusive of the 894 cases initially used to design and
validate the previously published convolutional neural
network model for recurrence (cohort A).12

There were 248 patients in the HCC cohort (cohort C).
Forty-seven patients were excluded because their surgical

resection was performed for a recurrent HCC lesion. Two
were excluded because of a lack of follow-up data after
surgical resection. The analytic cohort was therefore
composed of N = 199 patients. Median age at diagnosis
was 64 years, predominantly male (79%) with a median
follow-up time of 18.8 months (Table 2).

Validation of NLP Algorithm for Local Versus
Distant Recurrence

In Appendix Figure A2, we present the receiver operating
characteristic curve for both breast and HCC, where the
NLP-generated probability is compared against the clinical
expert’s annotations. The AUROCs were 0.98 (95% CI,
0.96 to 0.99) and 0.95 (95% CI, 0.88 to 0.98) for the breast
(cohort B) and HCC cohorts, respectively. In cohort B, the
model’s mean predicted probability of recurrence was .42
versus .79 for patients with local versus distant recurrence
(P , .001) and the median probability of recurrence was
.43 and .96 for patients with local versus distant recurrence
(P, .001) (Fig 2A). In cohort C (patients with HCC), mean
and median probabilities of recurrence were .46 versus .70
(P , .001) and .44 versus .76 (P , .05) for local versus
distant recurrence, respectively (Fig 2B). To reduce the
number of missed cases for distant recurrence, we selected
quartile 1 in the box plots of Figure 2, instead of themedian,
for optimizing the specificity. At a probability cutoff of .64 for
breast cancer, the sensitivity, specificity, and accuracy for
distant recurrence were 0.98, 0.75, and 0.87, respectively.
At a predicted probability cutoff of .44 for HCC, sensitivity,
specificity, and accuracy for distant recurrence were 0.91,
0.74, and 0.85, respectively.

Development of NLP Algorithm for Detection of Sites of
Distant Recurrence

Six hundred thirty-two mutually exclusive breast cancer
cases were combined from cohorts A and B to train and
validate anNLP algorithm for identification of sites of distant
recurrence in unstructured data fields. 80% of cases
(n = 506) were used to train the model, and 20% of cases
(n = 126) were used to calculate the sensitivity, specificity,
and accuracy of the algorithm. Accuracy was highest for
identification of liver and peritoneal disease, and lowest for
bone and lymph node disease (Table 3). This model was
then applied to patients with HCC (cohort C) to identify sites
of distant recurrence, where accuracy was highest for
identification of lymph node and bone sites of disease
(Table 3).

Comparison of NLP Predicted Recurrence to ICD Coding

We compared the proportion of patients with an NLP
predicted probability of recurrence. .2 with the proportion
of patients identified as having recurrence based on ICD
codes available in the Oncoshare database (Fig 3). Using
the NLP model for recurrence, of those patients with . 2
encounters after 2008 in the Oncoshare database
(N = 7,116), we identified 790 (11.1%) patients with a
predicted probability of recurrence . .2. Using ICD codes

TABLE 2. Demographics of Hepatocellular Carcinomas Cohort

Patient Characteristics

Cohort C

N = 148

Age at diagnosis (median), years 64

Sex, No. (%)

Male 117 (79)

Female 31 (21)

Median follow-up, months 18.8

Ethnicity, No. (%)

Non-Hispanic 114 (77)

Hispanic 28 (19)

Unknown 6 (4)

Race, No. (%)

White 49 (33)

Asian 55 (37)

Black or African American 3 (2)

American Indian or Alaska Native 2 (1)

Native Hawaiian or Pacific Islander 4 (3)

Other 31 (21)

Unknown 4 (3)

Stage, No. (%)

IA 31 (21)

IB 50 (34)

II 50 (34)

IIIA 9 (6)

IIIB 6 (4)

IVA 2 (1)

IVB 0 (0)

Identification of Distant Cancer Recurrence and Sites
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for metastatic disease, 165 of 7,116 (2.31%) patients in the
Oncoshare database were identified to have two or more
codes for distant metastatic disease at any site.

Similarly, we compared NLP predicted bone recurrence to
ICD coding for bone metastasis in the Oncoshare database.
Among the 790 patients with . 20% probability of distant
recurrence, there were 533 (67%) patients with predicted
bone involvement using our NLP model. This corresponds
to 7.49%patients identified as having recurrence in bone of
the total Oncoshare population. Using two or more ICD
codes of bone metastasis, 139 (1.95%) of 7,116 patients in

the Oncoshare database were identified to have bone
metastasis at any point during their disease course.

DISCUSSION

In this study, we have validated our recently developed NLP
model for detection of cancer recurrence on an indepen-
dent breast cancer cohort and extended the model to
identify anatomic sites of cancer recurrence. In addition,
we have demonstrated that this model can identify distant
cancer recurrence and is generalizable to a solid tumor type
on which it was not originally trained. To our knowledge,
there have been no other published models that can
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TABLE 3. Sensitivity, Specificity, and Accuracy for Detection of Sites of Distance Recurrence by the Natural Language Processing Model in the Breast Cohort
(Cohorts A and B) and HCC Cohort (Cohort C)

Patient Characteristics

Breast Cancer (Cohorts A and B) HCC (Cohort C)

Sensitivity Specificity
Accuracy (Correct/Correct Plus

Incorrect Classification) Sensitivity Specificity
Accuracy (Correct/Correct Plus

Incorrect Classification)

Bone 0.73 0.86 0.81 0.84 0.9 0.86

Liver 0.93 0.94 0.91 — — —

Lung 0.93 0.71 0.9 0.78 0.8 0.8

Lymph node 0.9 0.7 0.84 0.91 0.69 0.87

CNS 0.91 0.9 0.9 0.96 0.98 0.84

Peritoneum 0.98 0.95 0.96 0.87 0.89 0.79

Skin 0.98 0.5 0.97 — — —

Overall detection of
any site

0.91 0.79 0.90 0.87 0.85 0.832

Abbreviation: HCC, hepatocellular carcinomas.
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identify all three features including (1) presence of re-
currence, (2) site of recurrence, and (3) the date of re-
currence. Our model generated an average accuracy of 0.9
for detecting any site of distant recurrence in breast cancer
cases and average of 0.83 when this model was applied to
HCC cases. This accuracy, as well as high discrimination
for recurrence as shown with an AUROC of 0.98 and 0.95
for breast and liver cancer distant recurrence, respectively,
compares favorably to others reported in the literature.
Previous work for detection of recurrence and site of re-
currence have shown accuracy of 0.85,10 and models
identifying presence of recurrence and timing of recurrence
have published accuracy of 0.59.11

These two NLP models for the detection of recurrence
status and site show that NLP can be used to identify
clinically relevant information from unstructured data fields
and help generate large-scale cancer recurrence cohorts
for further analysis with minimal human effort. Although we
have reported model performance data using the mean
probability of recurrence for the breast and HCC cohorts,
any recurrence probability cutoff can be used for cohort
identification, with varying sensitivities and specificities (Fig
3). This flexibility will allow investigators to determine what
threshold probability of recurrence they prefer to use to
generate cohorts that are appropriate for their study.

The strengths of these currentmodels are that (1) we combine
unstructured data from radiology, pathology, and clinician
notes, rather than relying on a single source for evidence of
recurrence; (2) thesemodels capture the timing of recurrence
and thus allow for correlation of outcomes based on ap-
proximate recurrence dates; and (3) the NLP model that was
originally trained on patients with breast cancer was validated
in a distinctly different tumor type (HCC).

The limitations are that this was a single-institution study
and may require adaptation for differences in terminology
used at other institutions. In addition, the NLP prediction is
not perfect. The most common source of error stemmed
from limited documentation of recurrence in clinical notes.
However, we showed that NLP models are able to capture
more patients in comparison to ICD code data. In the
Oncoshare breast cancer patient database, the NLP model
identifies 790 (11.1%) patients in the data set who are
predicted to have distant recurrence. In comparison, while
using ICD codes alone, only 165 patients (2.31%) are
identified as having distant recurrence.

TheseNLPmodels have broad applicability. They can aid in
cohort selection for metastatic patients to enable retro-
spective and real-world research studies. Additionally,
these NLP models can allow for improved delivery of
guideline-concordant care by rapidly analyzing unstruc-
tured patient-level data. Some EHR platforms now allow for
integration and continuous deployment of NLP models. We
are currently evaluating the utility of these NLP models for
identifying patients with bone recurrence requiring therapy
with osteoclast inhibitors, with a goal to ensure appropriate
guideline-based therapy for these patients. Integration of
NLP models with EHR platforms have the potential to
improve the quality of care and allow for real-time, patient-
centered approaches to oncologic care.

In conclusion, we have presented an NLP system that can
simultaneously extract probability of recurrence, recur-
rence timeline, and sites of distant recurrence for two very
different solid tumors, while having been trained on only
one tumor type (breast cancer). The model is also able to
distinguish between local versus distant recurrence based
on predicted probability. Such NLP systems can unlock the
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potential of EHR-based data in generating valuable insights
regarding distant cancer recurrence. Important next steps
will include performance validation in diverse healthcare

settings, both within the United States and internationally.
To support reproducibility, we are publishing the models
developed in this study with open-source licenses.
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APPENDIX

Cohort A
(higher suspicion for

recurrence)

Cohort B
(higher suspicion for

bone metastasis)t

Cohort C
(patients with HCC)

Patients (n) 894 180 148

Inclusion criteria One surveillance
mammogram and > 2
subsequent CT or MR

examinations

��2 doses of an osteoclast
inhibitor (denosumab and

zoledronic acid)

Age > 18 years with 
surgical resection

performed for HCC between
January 1, 2009 and
December 31, 2017

Used for development of NLP
model for recurrence

Used for validation of NLP
model for recurrence

Used for development and
validation of NLP model for

sites of recurrence

Used for validation of both
NLP model for recurrence

and model for sites of
recurrence

FIG A1. Inclusion criteria and use of each cohort in the development and validation of the NLP models. CT or MR,
computed tomography or magnetic resonance; HCC, hepatocellular carcinomas; NLP, natural language processing.
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FIG A2. Area under the curves for timing and presence of distant
recurrence.
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