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Abstract

Variability in psychiatric response following stressful/traumatic life events is frequently observed. 

There is also variability in propensity for alcohol use disorder (AUD) such that some can consume 

substantial amounts and not develop AUD symptoms whereas others develop an AUD. Our 

group has applied discrepancy-based approaches to capture psychiatric resilience (PR) and alcohol 

resistance (AR), both moderately heritable. This study sought to 1) examine the genetic and 

environmental correlation of these constructs and 2) model qualitative and quantitative sex effects. 

Data came from a large twin sample (N=4500 twin pairs) with self-report measures and interviews 

of distress symptoms, stressful life events, alcohol use, and AUD. Correlated liability model 

results suggested a moderate degree of genetic correlation between PR and AR (.54) due to the 

same genetic factors in males and females. Findings highlight the shared genetic predisposition 

of these resilience/resistance constructs while emphasizing the impact of unique environmental 

experiences.
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The wide variability in responses following stressful life events is well-documented. The 

occurrence of resilient responding, although defined in numerous ways, is considered to 

represent adaptive functioning or lack of distress in the face of adversity (Bonanno & 

Mancini, 2012; Luthar et al., 2000; Rutter, 2013). Resilience has been conceptualized as a 

trait-like capacity, as a dynamic process that occurs in the context of adversity, and as an 

outcome following adversity (see review by Choi et al., 2019). All three of these approaches 

have been the focus of efforts to better understand contributions to resilience from the 

perspective of environmental factors, cognitive or psychological factors, and, more recently, 

heritable genetic factors (Choi et al., 2019).

Resilience has been examined in a number of twin-based analyses, demonstrating that 

modest to moderate variance in resilience phenotypes can be explained by genetic variation 

(Amstadter et al., 2014; Boardman et al., 2008; Kim-Cohen et al., 2004; Waaktar and 

Torgersen, 2012; Wolf et al., 2018). Waaktar & Torgersen (2012) and Wolf and colleagues 

(2018) conceptualized resilience using a trait-based conceptualization. The remaining 

studies (Amstadter et al., 2014; Boardman et al., 2008, Kim-Cohen et al., 2004), including 

work by our group, conceptualized resilience as an outcome following adversity using a 

discrepancy-based approach with various measures (i.e., positive mood adjusting for life 

stressors; Boardman et al., 2008; psychiatric distress after adjusting for recent stressors; 

Amstadter et al., 2014, children’s IQ after adjusting for socio-economic status deprivation). 

Specifically, our group has quantified resilience based on the difference between actual 

and predicted psychiatric distress given the level of exposure to stressors (i.e., the 

standardized residuals from a linear regression; Amstadter et al., 2014) which we have 

termed discrepancy-based psychiatric resilience (herein referred to as PR). Phenotypically, 

PR has demonstrated predictive validity, with evidence that PR buffers the effects of new 

onset stressors on the risk of depression and generalized anxiety disorder (Sheerin et 

al., 2018). In twin-based studies, PR has been demonstrated to be stable and moderately 

heritable (50% in longitudinal models; Amstadter et al., 2014).

It has been recognized that resilience is highly multifaceted and should ideally incorporate 

multiple domains of functioning, supported by both twin (Sawyers et. al., 2020) and 

molecular genetic (Stein et al., 2019) work demonstrating variability in genetic overlap 

across different resilience conceptualizations. Resilience is also generally considered to 

represent more than simply the inverse of internalizing psychopathology. For example, if 

the resulting residual variable conceptualized as PR were the inverse of internalizing, then 

it would follow that the genetic liability to PR and internalizing disorders would be close 

to unity. Our analyses did not yield support for this, demonstrating moderate overlap in 

additive genetic heritability between PR and internalizing disorders (e.g., 42% with major 

depressive disorder and 61% with generalized anxiety disorder) and an even more modest 

overlap in environmental influences. These results suggest that although some overlap exists, 

there is something unique being captured by resilience beyond the lack of liability to 

Sheerin et al. Page 2

Behav Genet. Author manuscript; available in PMC 2022 November 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



internalizing psychopathology. Indeed, broader resilience work has conceptualized resilience 

as a conscious process of moving forward in a positive manner, regardless of, and separate 

from, lack of psychopathology (Southwick et al., 2014). Our work has also demonstrated 

that PR has a modest overlap with externalizing conditions (20% with AUD, 18% with 

antisocial personality disorder; Amstadter, Maes, et al., 2016). The multifaceted nature of 

resilience, along with evidence of a modest overlap of PR with AUD, suggests the need for 

examining the association between resilience and phenotypes of interest, such as AUD, in 

more detail using alternative approaches.

One such extension has been our group’s approach to quantifying resilience in the 

context of resistance to substance use disorders. To capture the concept that while some 

individuals can consume large quantities of substances (e.g., alcohol) and experience 

few adverse consequences, others with similar consumption patterns experience more 

dysfunction in their personal and social lives, the construct of addiction resistance (AR) 

was described and validated (Kendler & Myers, 2015). The AR phenotype was used to 

characterize the discrepancies between reported AUD symptoms and maximal levels of 

alcohol consumption. Here, a high level of AR is defined as reporting fewer symptoms 

of AUD than expected for increasing levels of alcohol consumption while low levels of 

AR would be the reverse — higher levels of AUD symptoms given lower amounts of 

consumed alcohol (Kendler & Myers, 2015). A longitudinal twin model was applied for AR 

to alcohol, and a heritability estimate of 34.8% was demonstrated. To date, one other study 

has constructed AR in another sample, identifying a similar amount of variance explained 

between alcohol use and AUD criteria as well as identifying similar factors to be predictive 

of AR (Hoffmeister et al., 2019).

Of interest for identifying the etiology, predictors, and impact of resilience is the 

examination of potential sex differences in resilience. However, to date, the literature is 

mixed. For example, phenotypic work found no sex differences in the relation between 

resilience and future internalizing disorders following new-onset stressors (Sheerin et al., 

2018). Others found different patterns as a function of the type of resilience metric used, 

wherein women showed higher relative resilience but less perceived resilience compared 

to men (Nishimi et al., 2020). Within the classical twin design (Boomsma et al., 2002; 

Neale & Cardon, 1992), there are two general forms of sex differences that can be tested 

(Eaves & Heath, 1981; Neale & Cardon, 1992): qualitative sex limitation (male and female 

differences in the resemblance or ‘kind’ of genetic effects) and quantitative sex limitation 

(male and female differences in the magnitude of the effect sizes for what are presumed to 

be the “same” genetic and/or environmental sources). Two prior twin studies found evidence 

for quantitative but not qualitative sex effects on resilience defined as a trait (Waaktaar 

& Torgersen, 2012) and using a discrepancy-based approach (Boardman et al., 2008), 

with slightly greater heritability estimates in males). In contrast, prior work examining 

PR demonstrated that although heritability was equivalent for males and females (i.e., no 

quantitative sex effects), the genes affecting resilience were not identical across the sexes 

(i.e. qualitative sex effects; Amstadter et al., 2014). To date, sex differences in heritability for 

AR have not been examined.
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The primary aim of the present study was to examine the patterns of genetic and 

environmental correlation between these two conceptualizations of resilience/resistance. We 

hypothesized that the genetic correlation between PR and AR would be moderate. We 

also expected this relationship to be greater than that found previously between PR and 

AUD (20%; Amstadter, Maes, et al., 2016), as PR and AR aim to capture unique, but 

related, capacities for resistance to different “doses” of environmental pressure (i.e., stressor 

and alcohol). Thus, we hypothesized these related, but distinct, capabilities of the system 

to adapt to environmental forces would have a closer relationship compared to that of 

resilience to distress (PR) and liability for an externalizing disorder (AUD). A second aim 

of this work was to test whether sex differences were evident in PR and AR. Finally, the 

present study refines the methods of our prior work, by moving away from constructing and 

quantifying PR and AR using simple sum scores and count variables to using a model-based 

measurement framework that offers the benefit of having detailed information about how the 

PR and AR constructs are being defined by the indicator items (Neale et al., 2005).

Method

Sample

Participants were from the Virginia Adult Twin Studies of Psychiatric and Substance Use 

Disorders (VATSPSUD), a large, longitudinal twin study of Caucasian adults (Kendler 

& Prescott, 2006). The Institutional Review Board at Virginia Commonwealth University 

(VCU) approved this study, and all participants provided informed consent before 

participating. The current study used item-level data from the final waves for two related 

interview assessments. One included monozygotic and dizygotic same sex female-female 

(FF; FF4 wave, conducted between 1995 - 1997) twin pairs and the other sample consisted 

of monozygotic and dizygotic same sex male-male (MM) twin pairs as well as opposite 

sex dizygotic male-female (MMMF) twin pairs (MF wave 2, conducted between 1994 - 

1998). Both of these interviews included comprehensive sections assessing alcohol related 

behaviors. The total sample size for the current study analyses was N = 4501 complete 

and incomplete (singleton) twin pairs. Due to the use of a conditional skip-in check-point 

item that determined whether the alcohol abuse and dependence symptom criteria would be 

administered, a portion of the twins not meeting a pre-determined minimum alcohol quantity 

and or frequency consumption cutoffs had missing data on the abuse and dependence items. 

Rather than replacing these missing values with zeros or attempting to impute them (neither 

option seeming to be reasonable or justifiable), we decided to handle all missingness by the 

use of suitable full information estimation techniques.

Measures

Psychiatric variables.—Data used to estimate the PR construct were items taken from 

two different instruments. A shortened version of the Symptom Checklist-90, (SCL-90; 

Derogatis et al., 1973) assessed past-month distress using a Likert-scale with options ranging 

from 0 (“not at all”) to 4 (“extremely”). The shortened version included 27 items from four 

of the SCL subscales: depression (10 items), somatization (5 items), anxiety (7 items), and 

phobic anxiety (5 items). Stressful life events (SLEs) were also assessed, during personal 

interview, and included 15 events that were both personal in nature (e.g., assault, marital 
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problems, job loss) and “network” events (i.e., events that occurred primarily to, or in 

interaction with, an individual in the participant’s social network; e.g., death or severe illness 

of participant’s spouse, child, or parent, serious trouble getting along with others). These 

experiences were queried for occurrence over the past 90 days and past year; past 90-day 

ratings were used to be proximal to the past month SCL-90 distress ratings. Creation of the 

PR construct is described in the data analytic plan.

Alcohol variables.—Data used to estimate the AR construct were AUD symptoms and 

alcohol consumption. The symptoms of alcohol abuse and dependence were assessed 

during personal interview by trained mental health professionals using an adapted version 

of the SCID interview (Spitzer et al., 1992) and DSM-IV criteria (American Psychiatric 

Association, 1994). Symptoms were assessed from the perspective of lifetime maximal use 

of alcohol. The alcohol consumption variable represented maximal alcohol use, determined 

by the product of two questions assessing, at the time of maximal intake, the frequency of 

consumption and the average amount consumed in standard alcohol drinks. Creation of the 

AR construct using these variables is described in the data analytic plan below.

Demographic covariates.—Age at assessment was also included as a predictor in the 

models used to estimate the latent residuals for both PR and AR. Body weight was 

included as a conditioning covariate in the model used to estimate AR as it is important 

with regard to male and female differences in alcohol consumption quantity. Supplemental 

Table II includes descriptive information on items used in the measurement model and the 

conditioning covariates.

Data Analysis

Phenotypic Measurement Models to Estimate Discrepancy-based PR and AR

Prior work utilized the same variables as in the present study, but calculated resilience/

resistance as follows: PR was calculated by regressing internalizing symptoms onto total 

stressor count and saving the residuals (i.e., PR is the residual of internalizing symptoms 

after the effect of recent number of stressors was regressed out). AR followed the 

same method, with number of AUD symptoms endorsed regressed onto maximal alcohol 

consumption, with the residuals representing the deviation from population expectation. 

Covariates of age, sex, and weight were also included as appropriate. In the present study’s 

extension of this approach, measurement models in the form of ordinal item factor analysis 

(Wirth & Edwards, 2007) were used to test the dimensionality of the item indicator sets for 

the psychiatric (PSY; comprised of abbreviated SCL and stressful life event endorsements) 

and alcohol (ALC; comprised of alcohol abuse/dependence symptoms and maximal alcohol 

consumption) risk liabilities. These latent constructs are more refined in the sense that 

they only reflect common shared variation among the fallibly assessed items with item 

specific and error variance being separated out. The full latent variable structural model 

creating the PSY and ALC common factor liabilities and the creation of PR and AR 

resilience variables is presented in Figure 1 as a path diagram (model fitting results are 

in Supplemental Table III. These liabilities were then used to estimate their respective 

residuals (PR and AR). Specifically, latent residuals were estimated by regressing the PSY 
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and ALC common factors onto their respective exogenous predictors (see Figure 1). Thus, 

resilience/resistance here is operationalized as latent residuals — the conditional deviations 

from an optimal linear predicted regression line — when the PSY and ALC common factor 

risk liabilities are regressed onto their respective exogenous predictors. The full model was 

fit simultaneously resulting in a joint estimation of PR and AR residual factor scores and 

their respective measurement models. A correlation was allowed between the PR and AR 

residual factors when estimating the factor scores. Factor residual scores were estimated 

for each twin member (i.e., individual record data) using the robust weighted least squares 

mean and variance adjusted estimator for categorical data as implemented in the Mplus 8.1 

software (Muthen & Muthen, 1998). Due to the nonindependence of the twin pair records, 

the complex survey sampling correction feature of Mplus was used to adjust fit indices and 

standard errors for the nested twin data. These estimated residual factor scores serve as the 

resilience outcome variables in the twin sex limitation modeling.

Measurement Invariance (MI) in the Phenotypic Measurement Models.—When 

conducting sex limitation twin model based on item measurement models, whether the item 

characteristics defining the constructs are invariant for males and females is an important 

measurement question (Lubke et al., 2004). If MI is not supported, the interpretation of any 

sex differences found in the twin modeling can be compromised by confounding due to 

the nature of the non-equivalence of the factors in males and females. Thus, determining 

if MI (Meredith, 1993; Vandenberg, 2002) holds is essential to making valid inferential 

claims regarding sex differences. Item measurement model invariance testing was conducted 

for three of the four recognized levels of invariance tests (Meredith, 1993): configural 

(whether the number of factors and the pattern of factor loadings are the same in both sexes, 

typically serves as a baseline model fit for comparing the other forms of invariance), metric 

(restrictions imposed on the factor loadings of an essentially unidimensional (Stout, 2002) 

factor structure by equating loadings across the groups), and scalar (adding the additional 

restrictive constraint of forcing the item indicator thresholds to be equal across groups). 

Strict MI (i.e., forcing item residual specific variances to be equal for males and females) 

was not considered or tested for this application.

For both the PSY and ALC item indicator sets, confirmatory factor models were fit to the 

male and female item data separately to test for unidimensionality. The alcohol abuse (4) 

and dependence (7) items were coded as binary whereas the 27 SCL items were coded 

using a 4-category ordered Likert-type response scale. These different data coding schemes 

required different item characteristic invariance testing specifications (Millsap & Yun-Tein, 

2004). For the AR factor structure, only the configural and a combined metric and scalar 

tests were conducted due to the necessary identification requirements needed for binary 

items. For the PR factor, separate configural, metric, and scalar tests were conducted and 

compared to evaluate MI globally across males and females. Differences between the two 

types of MI models (configural and metric) were evaluated based on the discussion in 

(Cheung & Rensvold, 2002) and the recommended changes for fit indices such as the 

comparative fit index (CFI), Tucker-Lewis fit index (TLI) and root mean square error of 

approximation (RMSEA).
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Sex Limitation Modeling

A correlated factors or “liabilities” approach was used rather than a Cholesky “triangular” 

decomposition approach to circumvent issues of variable ordering (Neale et al., 2006). The 

correlated factors model was used for bivariate sex limitation models for the PR and AR 

factor scores. We note that univariate models were also conducted prior to completing the 

primary, bivariate models, and will be briefly presented in the results.

Path diagrams illustrating theoretical correlated factors/liabilities models are presented in 

Supplemental Figure 1. A series of increasingly restrictive models is set up to test the 

different A (additive genetic), C (common environment), and E (unique environment) 

qualitative and quantitative sex differences. A baseline comparison “saturated” model is 

first specified and fit. This model imposes the least number of parameter restrictions for 

the five-group correlated liability model. Next, several bivariate qualitative sex limitation 

parameter restrictions are imposed for the genetic and environmental etiological sources. 

These involve equating the (co)variance parameters of the same and opposite sex twin 

pairs. Differences in minus twice the log likelihood (−2LL) misfit and changes in the AIC 

information index (Akaike, 1987) are used to evaluate the statistical comparisons of models. 

AIC was chosen as it combines both the −2LL misfit information and model complexity, 

with lower AIC values indicate a more parsimonious “better” fit.

Results

Twin Correlations

The bivariate twin correlations and precision of the point estimates of the correlations 

(standard errors) for AR and PR are shown in Table I. The sample included five twin 

pair types: same-sex monozygotic (MZ) females (n = 651), dizygotic (DZ) females (n = 

454), same-sex MZ males (n = 964), DZ males (n = 782), and opposite-sex DZ pairs (n = 

1650). The cross-twin correlations for AR were considerably higher for MZ compared to DZ 

females and MZ compared to DZ males. Additive genetic factors and unique-environmental 

influences may explain the variability in this phenotype in females and males. PR cross

twin correlations in MZ females were substantially higher than DZ females; whereas the 

difference in the correlation for MZ and DZ males was less pronounced. PR in females 

may be influenced by additive genetic and unique-environmental factors. In contrast, shared

environmental influences may also play a role in the phenotypic variation in PR in males 

in addition to additive genetic and unique-environmental factors. The cross-twin within-trait 

and cross-twin cross-trait correlations for opposite-sex twins are slightly higher than those 

for DZ males and DZ females, with the exception of cross-twin cross-trait correlations 

between DZ males and opposite-sex twins. The absence of markedly lower correlations 

for opposite-sex DZ twins, compared to those of same-sex DZ twins, may suggest that 

there is lack of support for sex-specific genetic effects (i.e., qualitative) influencing these 

phenotypes. The cross-twin cross-trait correlations were higher for MZ pairs compared 

to DZ pairs regardless of sex; nevertheless, the difference was greater for females across 

zygosity. This indicates that shared genetic factors may contribute to the variability in the 

two phenotypes for both sexes.
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Measurement Invariance (MI) Testing

Separate multiple-group invariance tests were conducted for the AR and PR common 

factor measurement models. Because the alcohol abuse and dependence items were binary, 

configural and scalar MI tests were performed for the AR phenotype whereas the SCL 

items were ordinal, configural, metric, and scalar MI were conducted for the PR phenotype. 

MI model comparisons for the AR configural and scalar models were Δχ2 (9) = 98.9, p 
< 0.001, ΔCFI = 0.004, ΔTLI = 0.003, and ΔRMSEA = 0.005. For the PR MI testing, 

model fit index differences comparing configural, metric, and scalar invariance constraints 

were (metric vs. configural: Δχ2 (26) = 366.5, p < 0.001, ΔCFI = 0.00, ΔTLI = 0.00, and 

ΔRMSEA = 0.002; scalar vs. configural: Δχ2 (106) = 468.3, p < 0.001, ΔCFI = 0.02, ΔTLI 

= 0.03, and ΔRMSEA = 0.01; and for scalar vs. metric: Δχ2 (80) = 215.3, p < 0.001, ΔCFI 

= 0.02, ΔTLI = 0.03, and ΔRMSEA = 0.01). Based on recommendations for interpreting 

differences in goodness-of-fit for MI model comparisons (Cheung & Rensvold, 2002), the 

statistical evidence for departures from invariance were stronger for the PR compared to the 

AR constructs. However, since the PR construct included 27 indicators that were ordinally 

coded with 5 categories (4 thresholds per item), there is much more item-level information 

available to detect departures from factor loading and threshold invariance with such a large 

measurement model.

Sex Limitation ACE Models

Univariate Sex Limitation ACE Models.—For each of the two resilience phenotypes, 

univariate ACE models were first fit estimating the qualitative and quantitative sex 

differences (see Supplemental Table Ia and Ib). In the case of PR, the scalar sex limitation 

quantitative differences AE model provided the best fit to the twin data (comparison 

to the full PR base model: AIC=4362.7363, Δχ2 (3) < −0.01; female point estimates: 

A=.29, C<.01, E=0.71; male point estimates: A= .33, C<.01, E= 0.67). For AR, however, 

the homogeneity model where the variance components predicting the phenotype are not 

allowed to differ for the sexes resulted in an improvement in fit for these twin data 

(comparison to the full AR base model: AIC=3170.7328, Δχ2 (5)= 1.16; A=27, C<.01, 

E=0.73).

Bivariate Sex Limitation ACE Models.—Four models were examined that included 

the estimation of the bivariate genetic and environmental correlated liability factors to test 

for qualitative and quantitative sex differences. Models were ordered from least restrictive 

(i.e., most heavily parameterized) to models that impose increasing levels of constraints by 

either dropping parameters by fixing them to zero or equating their values across twin 

groups. As shown in Table II, the base bivariate twin model (model 1) allows A, C, 

and E factors, and qualitative genetic and quantitative sex differences, as well as genetic 

and environmental correlated liability factors between the two traits (−2LL=28985.38; 

df=10940, AIC=7105.38). We compared model 1 with i) the same model but instead testing 

for qualitative common environment (model 2), ii) a scalar sex limitation quantitative only 

(no qualitative) ACE model (model 3), and iii) the no-sex-differences, or homogeneity, ACE 

model (model 4). Model 3, the scalar sex limitation quantitative sex differences ACE model 

showed the best fit and parsimony at explaining the data compared to the base model (Model 

1: AIC=7105.38; Model 3: AIC=7096.93, Δχ2 (5) = 1.55). Similarly, model 3 showed better 
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fit than model 2 (AIC=7106.23) with five fewer parameters. Further, when quantitative sex 

effects were not allowed to differ in the homogeneity model (model 4 ), the fit worsened 

significantly (AIC=7099.10, Δχ2 (7) = 16.17) compared to model 3.

Bivariate Sex Limitation Submodels.—As seen in Table III, we then conducted model 

fit comparisons to determine whether A or C could be dropped from the best fitting model 

(scalar sex limitation quantitative sex differences ACE model; model 3). We constrained 

independently the A, C, and AC parameters to zero, and compared the fit of model 3 to 

its nested models. The nested AE model (model 5) had a better fit in terms of parsimony 

(fewer estimated parameters; AIC=7089.08, Δχ2 (5) = 2.15). The nested CE (model 6; 

AIC=7104.57, Δχ2 (5) = 17.64) and E only models (model 7; AIC=7253.422, Δχ2 (10) 

= 176.49) had significantly greater misfits (Δχ2) and poorer (larger) AIC values. We next 

constrained the correlated liability of common-environmental factors (Fc) to zero, keeping 

the additive genetic (Fa) and unique environmental (Fe) correlated liability factors of the 

scalar sex limitation quantitative sex differences AE model (model 8). Model 8 explained the 

data with higher parsimony (AIC=7089.08, Δχ2 (10) = 3.7) while minimizing the reduction 

of information from model 1. Thus, using model 8 as comparison, we then tested the 

correlated liability factors for the two traits, constraining to zero i) Fa (model 9, freely 

estimating Fe) and then ii) Fe (model 10, freely estimating Fa) for males and females. 

Table III shows that the likelihood and fit of model 9 and 10 deteriorated, supporting the 

AE scalar sex limitation quantitative sex differences model with additive genetic (Fa) and 

unique environmental (Fe) correlated liability factors (model 8) as the best fitting model 

(AIC=7089.08, Δχ2 (10) = 3.7).

Figure 2 presents the parameter point estimates and 95% confidence intervals from the best 

fitting model (model 8). Additive genetic factors for each phenotype accounted for 25% 

and 26% of the total variance for AR across females and males, respectively and 29% and 

33% of the total variance for PR across females and males, respectively. Both phenotypes 

markedly shared quantitative additive genetic factors, resulting in a genetic correlation of .54 

for females and males. Results also indicate that E factors accounted for a higher proportion 

of the variability specific to the two phenotypes for females (75% for AR, 71% for PR) and 

males (74% for AR and 67% for PR) compared to A factors. Finally, the joint liability for 

PR and AR from E factors in females (.26) and in males (.24) was moderate.

Discussion

Using discrepancy-based psychiatric resilience and addiction resistance constructs based on 

an item-level measurement modeling framework, this study aimed to clarify patterns of 

genetic and environmental variance and covariance and utilize all five types of twin pairs 

(i.e., same sex male and female MZ, DZ, and opposite sex DZ twins) to test for potential 

sex differences in PR and AR and their correlation. Both sets of findings will be discussed in 

turn.

Univariate modeling results were broadly consistent with prior work using these constructs 

(i.e., AE models were the best fit, moderate heritability estimates; e.g., Amstadter et 

al., 2014; Kendler & Meyers, 2015). These findings, however, were determined via two 
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approaches, a measurement model (current work) and a sum score approach (previous 

work), suggesting consistency across the two methods of creating PR and AR constructs. 

The correlation of the genetic factors for PR and AR may be due to a broader level of 

resilience that, in part, influences one’s likelihood of resistance to different “doses” (i.e., 

stressor, substance). Further, the finding that more of the genetic propensity for PR is 

related to AR, as compared to alcohol abuse/dependence (Amstadter, Maes, et al., 2016), 

as hypothesized, may hint at the presence of a modest core set of “resilience genes” 

that predispose individuals towards being able to overcome mental health or alcohol use 

consequences, given “dose” stressful events and alcohol exposure, respectively. Cutting

edge, molecular genetic work is needed to determine what these specific markers might 

be. Alternatively, findings of correlated genetic liability between these two constructs may 

also indicate related genetic propensity for a third variable relevant to both resilience and 

resistance outcomes. Notably, a recent study has examined predictors of the AR construct 

in a community sample of young adults who all consumed some alcohol and found that 

behavioral and mood regulation factors were the strongest predictors of AR (Hoffmeister 

et al., 2019). There is a large body of literature on the relevance of emotion regulation 

strategies with regard to psychiatric resilience, as well as the importance of problem-focused 

coping strategies (see review by Mancini et al., 2009). Thus, factors such as mastery, which 

have been associated with AR (Kendler & Myers, 2015) may also be relevant for PR.

The evidence of genetic correlation should be viewed in the context of individual additive 

genetic (A) and unique environmental (E) effects. Between 29-33% of the variability in PR 

was attributable to genetic effects whereas 67-71% was accounted for by nonshared unique 

environmental sources. For AR, between 25-26% of the variability was found to have an 

additive genetic basis while 74-75% of the phenotypic individual differences in resilience 

were attributable to unique environment. Further, the environmental correlation between AR 

and PR was less than the genetic correlation at .24 for males and .26 for females. In line with 

prior work, notable environmental effects were evident (i.e., explaining more variance than 

genetic effects; Amstadter et al., 2014; Sawyers et al., 2020). Thus, although genetic sources 

are involved in the predispositions for resilience and resistance, as well as their relationship, 

environmental experiences and their resulting learning processes specific to individuals play 

an important role. Such unique environmental events may include differences in various 

trauma/stressor exposures, peer influences related to alcohol use, community and social 

resources, or countless other aspects in which twins may encounter and be confronted 

with different challenges and experiences as they develop. Although examination of such 

environmental factors is beyond the scope of this work, this represents an important area 

for future investigation. For example, the benefit of studies incorporating both genomic 

and environmental data has been highlighted (Choi et al., 2019) as they may shed light on 

gene-environment interplay by examining genetic influences in combination with nongenetic 

risk and protective factors over time (Choi et al., 2019).

Another goal of the present study was to test for sex differences in PR and AR and 

their covariance. The best-fitting model was one with quantitative, but not qualitative, sex 

differences. This finding suggests that that although common additive genetic influences are 

involved in PR and AR, the magnitude of these similar genetic effects may vary slightly 

in males and females. While significance tests support that genetic effects on PR and AR 
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were stronger for males than females, and that unique environment effects on PR and 

AR were stronger for females than males, both sets of estimates displayed overlapping 

confidence intervals. Thus, although there is some preliminary evidence to suggest that 

genetic and environmental influences on PR and AR vary by sex, these modest effects are 

likely not meaningful. Present findings add to the mixed literature and further suggest that 

the investigation of possible sex differences in resilience are likely nuanced. Examination 

of PR and AR in different samples will be important to determine the consistency of these 

findings. As previously noted, two prior twin studies have also found evidence for slightly 

greater heritability estimates in males (Boardman et al., 2008; Waaktaar & Torgersen, 

2012). These findings are all in contrast to prior univariate work that found evidence for 

qualitative sex differences for the PR conceptualization, indicating that different genetic 

factors influence liability to PR for males and females (Amstadter et al., 2014). A number 

of possible explanations may explicate this discrepancy. First, it may be that while different 

genetic effects influence PR, the same genetic effects to varying degrees influence the 

association between PR and AR for males and females. This discrepancy may also be due 

to the differences in how resilience was measured between the two sets of analyses (e.g., 

manifest residual scores versus latent residual factors) and the present study’s approach of 

using all available item-level data. Additional work is needed to further explore potential sex 

differences in PR and AR.

As a noted extension to prior work with these resilience constructs, in the present study 

we used measurement models to construct our resilience measures. As previously stated, 

it is noteworthy that the current findings are largely consistent with prior work, which 

employed manifest residual scores as the measure of discrepancy-based resilience, while 

current analyses utilized factor scores as the resilience measures. However, it is important 

to note that AR and PR heritability point estimates found here are smaller than what was 

found in two previous twin studies, one using a somewhat similar metric of resilience 

(positive affect controlling for interpersonal stressors) in adults with additive genetic factors 

explaining 52% of the variance in males and 38% in females (Boardman et al., 2008) and 

another using a trait-based resilience factor in adolescents finding even higher rates, at 78% 

in males and 70% in females (Waaktaar & Torgersen, 2012). Compared to these studies, but 

broadly similar to prior work with PR, a predominate portion of PR and AR variability was 

attributed to nonshared unique environmental sources. While the reasons for these different 

estimates are unknown, findings do highlight the relevance of genetic factors in underlying a 

wide range of resilience approaches while also highlighting the importance of a wide range 

of individual experiences and environmental contexts in these resilience conceptualizations. 

Thus, although genetic sources are involved in the predispositions for developing resilience, 

environmental experiences and their resulting learning processes and interpretations specific 

to individuals play a proportionately large role.

This study has a number of limitations that should be mentioned. First, participants included 

were all White twins born in Virginia, which may limit the generalizability of findings. 

Second, while the use of latent variables takes into account measurement error and restricts 

the construct variation to only the shared covariance among the item sets, all study variables 

were collected via self-report, so there is some concern for reporting bias, especially for the 

more sensitive issues associated with substance use problems. Third, to receive the alcohol 
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abuse and dependence symptom items, each twin was required to have met specified male 

and female cutoffs for quantity and/or frequency of alcohol consumed which resulted in 

missing data for a portion of the twin samples. However, to retain information on the PR 

items, all twin records were retained when estimating the measurement models. Finally, in 

terms of PR, we did not assess for each participant’s personal reaction to the individual 

stressful life events, or the severity of the stressors. While extant work has demonstrated 

that emotional reactions to stressors/traumas are risk factors for psychiatric outcomes (e.g., 

PTSD risk; Karam et al., 2018), other work has demonstrated that the presence or absence 

of peritraumatic reactions do not have a substantial impact on post-trauma psychopathology 

(O’Donnell et al., 2010). We also note that the majority of available measures of stressors/

traumas assess only the experience of the event, not the reaction to the event itself. 

Regardless, it is still possible that those who were estimated to be “less resilient” may 

have been the individuals who experienced the more severe events or more severe reactions 

to those events. Thus, severity of stressors and one’s personal reaction to them are unknown 

in the present study and future work could benefit from examining stressor/trauma severity 

or reactions to create a more nuanced picture of resilience.

Despite these limitations, the current study adds to the current literature and has some 

important implications. Specifically, this is the first twin study, to our knowledge, to employ 

a bivariate twin model to 2 different forms of resilience (PR and AR) and also test for sex 

differences. We also tested these questions using psychometrically rigorous measurement 

models that jointly estimated both the AR and PR liabilities and their respective residuals 

(the resilience phenotypes) using latent variables. Findings suggest that both phenotypes 

are modestly heritable, and are moderately correlated, suggesting a relationship between 

the genetic factors of PR and AR. Downstream molecular genetic efforts related to these 

types of outcomes (i.e., variants that enable individuals to adapt more efficiently than 

predicted) have yet to be investigated, but should be approached with the acknowledgement 

that environmental sources of variance continue to appear more strongly relevant for 

resilience. Further, results highlight that molecular genetic efforts into resilience should 

seek to incorporate various conceptualizations of resilience. Summarizing the directions for 

future genomic research on resilience, Choi and colleagues (2019) suggested focusing on 

emerging genetic evidence associated with resilience as defined in three ways: as factors 

underlying capacity for resilience, genetic and environmental factors that contribute to 

resilience processes, and genetic factors associated with resilience outcomes (of which 

the current approach falls) noting that together these definitions of resilience may provide 

complementary or distinct insights into adaptation. Finally, as noted, a substantial portion 

of the AR and PR phenotypic variability was attributed to nonshared unique environmental 

sources.

The contribution of unique experiences to resilience remains notable, which is a common 

pattern found in the resilience literature, and appears to differ between males and females. 

Thus, there is a need for further research to identify these unique environmental and 

psychological factors that are modifiable and may be intervened upon to foster resilience.
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Figure 1: Path diagram of full measurement model to estimate AR and PR residual (resistance/
resilience) factor scores
Squares = Observed item response indicator variables and covariates; Circles = unobserved 

common, residual and specific factors. Single headed arrows = factor loadings for the 

measurement models or regression coefficients for the exogenous covariate prediction; 

Double headed arrows = variances or covariances. SLE = count of stressful life events; 

SCL1…27 = symptom checklist items; AUD1…11 = alcohol abuse and dependence 

symptoms items; PSY unobserved psychiatric factor; ALC unobserved alcohol factor; PR 

= unobserved psychiatric factor residual (discrepancy-based psychiatric resilience); AR = 

unobserved alcohol factor residual (alcohol resistance).

The model is divided into four parts annotated by labeled brackets. The three lower brackets 

identify the common factor item measurement model. This model specification decomposes 

the item inter-correlation matrices for ALC (tetrachoric) and PSY (polychoric) into common 

and specific factors. The common factors are defined by the estimated item characteristics 

(i.e., factor loadings and thresholds) that calibrate and organize individual differences on the 

construct ALC and PSY continuums. The top bracket identifies the part of the model that 

estimates the AR and PR latent resistance/resilience variables. Resistance/resilience here is 

operationalized as latent residuals (conditional deviations from an optimal linear predicted 

regression line) when ALC and PSY common factor risk liabilities are regressed onto their 

respective exogenous predictors. Although the model is partitioned to facilitate description, 

the full model is fit simultaneously to the ordinal item data. Thus, the estimated AR and PR 

residual factor scores and their respective measurement models are jointly estimated within 

a single model-data optimization. As can be seen in the figure, a correlation is allowed 

between the AR and PR residual factors when estimating the factor scores. These estimated 

residual factor scores will serve as the resistance/resilience outcome variables in the twin 

sex limitation modeling. Factor residual scores are estimated for each twin member (i.e., 

individual record data) using the robust weighted least squares mean and variance adjusted 
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estimator for categorical data as implemented in the Mplus 8.1 software (Muthen & Muthen, 

1998).
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Figure 2. Bivariate, sex-limitation model of AR and PR results
Standardized additive genetic (A) and unique environmental (E) variance components, 

genetic (a) and unique environmental (e) correlations (r), and means including 95% 

confidence intervals for females (F) and males (M) from the bivariate twin model assessing 

alcohol resistance (AR) and psychiatric resilience (PR).
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