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Intelligent Intraoperative Haptic-AR Navigation
for COVID-19 Lung Biopsy Using Deep

Hybrid Model
Yonghang Tai , Kai Qian, Xiaoqiao Huang , Jun Zhang , Mian Ahmad Jan , and Zhengtao Yu

Abstract—A novel intelligent navigation technique for ac-
curate image-guided COVID-19 lung biopsy is addressed,
which systematically combines augmented reality (AR),
customized haptic-enabled surgical tools, and deep neural
network to achieve customized surgical navigation. Clinic
data from 341 COVID-19 positive patients, with 1598 neg-
ative control group, have collected for the model synergy
and evaluation. Biomechanics force data from the experi-
ment are applied a WPD-CNN-LSTM (WCL) to learn a new
patient-specific COVID-19 surgical model, and the ResNet
was employed for the intraoperative force classification.
To boost the user immersion and promote the user ex-
perience, intro-operational guiding images have combined
with the haptic-AR navigational view. Furthermore, a 3-D
user interface (3DUI), including all requisite surgical de-
tails, was developed with a real-time response guaranteed.
Twenty-four thoracic surgeons were invited to the objec-
tive and subjective experiments for performance evalua-
tion. The root-mean-square error results of our proposed
WCL model is 0.0128, and the classification accuracy is
97%, which demonstrated that the innovative AR with deep
learning (DL) intelligent model outperforms the existing
perception navigation techniques with significantly higher
performance. This article shows a novel framework in the
interventional surgical integration for COVID-19 and opens
the new research about the integration of AR, haptic ren-
dering, and deep learning for surgical navigation.

Index Terms—AR-based, COVID-19, lung biopsy, surgical
navigation, WPD-CNN-LSTM (WCL) model.
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I. INTRODUCTION

S INCE January 2020, a series of unexplained cases of pneu-
monia with high infectious rate and mortality rate have been

discovered in China [1]–[3]. The symptoms of fever (78%),
cough (76%), dyspnea (55%), and muscle pain (44%) were
considered as the typical symptoms for the corona virus disease
2019 (COVID-19). While laboratory tests found that 25% of
infected patients had leukopenia and 63% had lymphocytopenia
[4]. However, various atypical cases with nonspecific chest com-
puterized tomography (CT) findings and present with negative
results of nucleic acid amplification test (NAAT) for 2019-nCoV
have also been reported by clinicians [5]. Since very few autopsy
studies have been reported, the requirement of the pathological
characteristics and reliable biopsy diagnostic strategy is urgent,
which may help to interrupt the further spread of COVID-19.
The requirement of a novel and reliable diagnostic approach
is urgent, which may help to interrupt the further spread of
COVID-19 [6], [7].

Since the higher fake negative diagnosis rate, the clinician in
China has already combined the multimodalities data with the
RT-PCR as the confirmed diagnosis process. The CT imaging
was variable and without specificity, including consolidation,
bilateral and peripheral disease, linear opacities, and “crazy-
paving” pattern [8]. We reasonably believe that the current
diagnosis of COVID-19 is defective and requires an effective
auxiliary diagnosis scheme urgently. The recent advancements
in AI have provided numerous tools and practical solutions
[9]. Although the implementation of clinical-decision support
models for medical diagnosis faces challenges with reliability
and interpretability, in this embarrassing circulation, it is worth
being concerned [10], [11].

In this article, inspired by the aforementioned approaches, the
AI-based implementation is introduced into the intraoperative
guiding step to assist the image guiding COVID-19 lung biopsy.
A new haptic augmented reality (AR) enabled guiding strategy is
proposed for precision and reliable surgery. A customized deep
learning algorithm is developed to predict the biopsy procedures
by the time series. Three significant contributions of our article
are summarized as follows.

1) A novel intelligent hybrid model combined WPD-CNN-
based long short-term memory (LSTM) with ResNet is
proposed for the surgical guiding for the COVID-19 lung
biopsy.
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2) The haptic-AR interventional navigation prototype has
been developed for the demonstration and evaluation of
the new lung biopsy techniques.

3) Subjective and objective evaluation has been conducted
for the prototype evaluation by the thoracic surgeons to
assess the immersion and user experience.

II. RELATED WORK

A. Deep Learning Based COVID-19
Diagnostic Strategies

The recent advancements in AI have provided numerous
tools and practical solutions for the detection of COVID-19
[12], [13]. Although the implementation of clinical-decision
support models for medical diagnosis faces challenges with
reliability and interpretability, in this embarrassing circulation, it
is worth being concerned. Wang and Song et al. [14] developed
a novel automatic CT image analysis system to assist in the
diagnosis and prognosis of treatment of COVID-19 [15]. The
predicted score is above 0.8. It provides a reasonable clue
to its judgment factors, which is helpful for doctors to make
a diagnosis. Abdel-Basset and Chang [16] presented a deep
learn-based X-ray image detection method for patients with
coronavirus infection, a ResNet50+SVM model. Ozturk et al.
[17] designed the DarkCovidNet architecture. A total of 1125
images were used to build the model. Model precision is 98.08%
and 87.02%, respectively. Apart from that, data analytics and vi-
sualization for the COVID-19 have also been studied [18], [19].
Hemdan et al. [20] achieved COVIDX-Net. The VGG19 and
DenseNet201 models had the highest accuracy (90%). VGG19
and DenseNet201 models were applied to the CAD system to
identify the patient’s health status based on COVID-19 in X-ray
images. Gozes et al. [21] achieved lung CT detection platform. It
can be used to accurately and rapidly assess disease progression,
guide treatment, and patient management. Furthermore, Abdel-
Basset et al. [22] also introduced the IoT-based medical decision
model to facilitate the doctors to make real-time decisions for
the intelligent therapy.

B. AR-Haptic-Enabled Intraoperative Navigation

Minimal invasive surgical image-guided surgery (IGS), with
the light injures traumas and rapidly recovered time, brings a
significant revolutionary in the field of biopsy and interventional
surgeries. The medical navigation systems with poor ergonomics
in IGS, mainly due to the lack of the perception of depth and
the detailed haptic feedback. Apart from the visual perception
compensated by AR navigation, haptic assist has been prelimi-
nary attempted in the area of remote robotic surgery (RRS) in the
medial application. Lung biopsy, the routine diagnose during the
lung diseases examination, demonstrates a high misoperation
rate in the clinic manipulation due to the excessive puncture
force, which may leads the irreparable damage to the patient’s
lung. Citardi et al. [23] focused on the kinesthetic feedback,
and Yi et al. [24] found that the tactile feedback could also be
a solution in the RSS system. Except for the haptic explored
in RSS, few haptic navigations in the operation room are also

Fig. 1. Procedures for the haptic-AR system guide COVID-19 lung
biopsy simulation, both visual and haptic navigation clues are addressed
in the framework. WPD-CNN-based LSTM model is developed to esti-
mate the lung biopsy accuracy and the deep ResNet is employed for the
viscera classification during the biopsy. 3-D user interface (3DUI) and
AR are designed for the real-time visual display terminal.

mentioned in medical surgery [25]. In the area of open surgical
navigation, Wei et al. [27] introduced the vibration feedback
functions for the surgical instruments for the route navigation, a
similar study of Jia and Pan [28] employed such haptic-enabled
modalities for the resection surgery navigation, furthermore,
they improved the laparoscopic surgical simulator with haptic
feedback and compared the task execution speed and accuracy
in terms of visual-feedback, haptic feedback, and the combined
feedback. Coles et al. [29] also reviewed the haptic navigation in
conventional surgery and yielded the same result. However, there
are inspired results from these domains as well as from RRS
applications so that haptic, visual, and multimodal perceptions
feedback may find a joint point in a geographic information
system (GIS) COVID-19 lung biopsy navigation application.

III. NEW SYSTEM DESIGN

The new haptic-AR navigation framework for the COVID-19
lung biopsy, which has two main procedures: the preoperation
and intraoperation with deep learning, as shown in Fig. 1.
Both visual and haptic navigate implementation details. A new
WPD-CNN-based LSTM model is developed to estimate the
lung biopsy accuracy and the deep residual network (ResNet)
is employed for the viscera classification during the biopsy.
After that, we present the system evaluation approaches, which
evaluate the performances with different kinds of feedbacks in
the intervention therapy navigation.

A. Learning-Based Preoperation for Lung Biopsy

The setup course of the preoperation includes four modules:
deep training module for the classification and prediction during
the lung biopsy, COVID-19 patient-specific CT 3-D rendering,
training data collection and analysis, and the biopsy route plan
algorithm and the system integration.
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Fig. 2. Diagram of our real-time WPD and CNN based LSTM for
COVID-19 surgical force guide predictive model, WPD is used for the
data preprocessing, and CNN and LSTM are employed for the haptic
prediction.

1) Designing Deep Training Module: We design a hybrid
deep learning model to solve the problem of predicting and
classification for the puncture force at the next moment during
the lung biopsy. The wavelet packet decomposition (WPD) is
applied in the data preprocessing. The wavelet packet function
ωm
j,k(t) is defined as

ωm
j,k (t) = 2

j
2 ωm

(
2jt− k

)
.

In addition to the features of different frequency signals that
are produced by WPD, the force features are also extracted by
convolutional neural network (CNN). To address problems of the
long-term and short-tern dependence problem of the recurrent
neural network (RNN), LSTM is proposed and applied in wide
applications, which demonstrates a satisfactory performance,
such as processing the data based on time series. The detailed
formulation is as follows:

it = σ (Wixxt +Wimmt−1 +Wicct−1 + bi)

ft = σ (Wfxxt +Wfmmt−1 +Wfcct−1 + bf )

ct = ft � ct−1 + it � g (Wcxxt +Wcmmt−1 + bc)

ot = σ (Woxxt +Wommt−1 +Wocct−1 + bo)

mt = ot � h(ct)

yt = Wym mt + by.

Fig. 2 shows the new WPD-CNN-LSTM (WCL) model pro-
posed for the real-time haptic force feedback analysis. The
process has three key steps, which are as follows.

1) Collect the measured data (force) in lung and decompose
the original input series into four subseries by two-levels

Fig. 3. ResNet we used for the real-time force feedback classification
model. After the data collection from the biomechanics experiment,
parameters are chosen for the ResNet classification algorithm.

WPD. Sequence length is 100. The predicted data are
generated according to the previous 100 time steps within
four channels. In this article, (9401, 100) dimension for
each subseries is conducted.

2) CNN is applied to extract the features of every subseries.
Four subseries matrices are fed into four independent
CNN channels. The output of the ith channel is denoted
as hCNNi

.
3) After feature extraction of using WPD and CNN, LSTM

is applied to conduct the prediction. In Fig. 2, four
independent LSTMs are designed, and each output is
concatenated and input to the full connection layer to
complete the final prediction. This can be formulated as

hLSTMi
= FLSTM (hCNNi

) , i = 1, 2, 3, 4

hLSTM = hLSTM1 ⊕ hLSTM2 ⊕ hLSTM3 ⊕ hLSTM4

youtput = dense(hLSTM )

where hCNNi
represents the feature representation of WPD-

CNN, FLSTM denotes the LSTM layer, i denotes the subseries,
hLSTMi

represents the output through the different LSTM layer,
⊕ denotes the concatenate operator, dense denotes the fully
connected layer, and youtput denotes the output.

Meanwhile, the ResNet and common machine learning model
are used to recognize different organs according to the force
feedback captures by the sensors. The ResNet can solve the
problem of network degradation with the increase of network
layers by adding the shortcut connection in each residual block
to enable the gradient flow directly through the bottom layers.
The residual block is described as

h1 = Blockk1 (x)

h2 = Blockk2 (h1)

h3 = Blockk3 (h2)

y = h3 + x

ĥ = ReLU (y)

where Blockk denotes the convolutional block with the number
of filters k, the number of filters ki = {64, 128, 256} . Finally,
the final classification result is output through a fully connected,
which is shown in Fig. 3.



6522 IEEE TRANSACTIONS ON INDUSTRIAL INFORMATICS, VOL. 17, NO. 9, SEPTEMBER 2021

Fig. 4. Visual rendering procedures for the three COVID-19 patients
from the dataset of hospital, the first line is a new infection patient, the
second line demonstrates a middle stage patient, and the third line is the
critical stage with mortal danger patient. Then, after the thoracic surgeon
manual correction, the reconstructed 3-D model of the patient-specific
lung structure and the COVID-19 infection region (green part) is shown
in the fourth column.

2) COVID-19 Patient-Specific CT 3-D Rendering: The CT
images for the visual rendering are provided by the hospital
in Fig. 4 show some examples of images. The sample case
for the clinical stage is a 55-year old male presented to the
hospital in Kunming. He had a two days history of pharyngalgia,
headache, rhinorrhea, and fever. He did not contact any COVID-
19 patients. Apart from a history of hypertension, the patient
was a 30-year smoker. The patient’s chest CT scan (February
8, 2020) demonstrated the unilateral peripheral distribution of
ground-glass opacities, as shown in Fig. 4. First, we imported
patients’ CT images, which is the digital imaging and commu-
nications in medicine (DICOM) format, for reconstructing a
surgical simulation demo. After that, four professional thoracic
surgeons manually corrected the COVID-19 infection region of
interest, which is demonstrated in the third column of Fig. 4.
The 3-D mesh reconstructed model is used in the marching cube
algorithm. We programmed the process of using the SDK, such
as VTK, CTK, ITK, and IGSTK, for the visual rendering.

Finally, we employed the shade programming to paint on the
vertex colors. The virtual COVID-19 patient was characterized
by choice of various triggers, which are designed to respond to
the biopsy puncture touching multilayers of the lung demo. It
helps judge which costa will be punctured by the trocar needle
inserting the current route.

3) Training Data Collection and Analysis: According to the
aforementioned haptic navigation framework, with highly im-
mersive tactile feedback, a biomechanics platform is designed
to collect the haptic information from the porcine viscera (heart,
liver, and lung) that is collected from a butcher. Classification and
prediction are applied to verify the COVID-19 lung biopsy tech-
nology of haptic navigation. Specifically, in the interventional
surgery, the most common misoperation is a vascular puncture.
Besides, the mistake biopsy into the wrong target is another
commonly occurred situation. Six main parts make up the cus-
tomized intervention needle. Based on the patients’ consent and
without effects for the surgical operation, an 18G COOK trocar
needle with a miniature force sensor is employed as the force

Fig. 5. Force rendering, visual rendering, and the audio rendering
procedures are being reconstructed in our intelligent framework, stored
the force data, CT-based AR visual clues, and the OR-based audio are
provided for the surgical environment reconstruction.

collection module. Apart from that, the data recording module
with the servo motor system, the linear and vertical guideway
have also been implemented.

4) Biopsy Route Plan Algorithm and System Integration: In
the automobile navigation, the GPS should provide several
alternative routes for the driver to choose, which is based on
a different kind of the emphasizes, such as the shortest distance,
the congestion avoiding, or the shortest time. It is same for the
surgical navigation; however, the dangerous area to be avoided,
such as a vessel or intensive neurological area, should be the
foremost consideration than the time and distance. Specifically,
in our COVID-19 lung biopsy, nearly 40% of blood flow through
the lung, so the prior avoiding area is the lung artery. In addition,
the system should consider the distance and the surgical time.
Therefore, we implement automatic addressing algorithms into
three layers. The first one is the puncture position plan layer after
the route plan layer, which considers the vessel, the position of
the COVID-19 infection, as well as the distance. The last layer is
the chosen route-specific surgical indications. Fig. 5 shows the
whole lung biopsy navigation workflow of our system, in which
intraoperative data are collected and processing

B. User-Oriented Intraoperation

There are potential risks and ethical reasons for the initial
implementation of the force and visual navigation framework in
the real-world COVID-19 lung biopsy surgery. In this article, we
employ the virtual reality to construct an immersive multiper-
ceptual intraoperative environment to simulate the real surgery.

1) 3DUI Design: Haptic-AR navigation 3DUI with the AR
device together with the main parts of the UI included in both of
the visual and haptic intro-operation details is developed. There
are three main kinds of AR display technologies during the
operation. Compared to the video-based and projection-based
AR navigation system, the see-through display system using
a semitransparent free-form lens to reflect the digital content
overlapped with the patient on the near-eye microdisplay pro-
vides an intuitional and portable surgical experience. In this
article, we choose the see-through AR display pattern with
the Microsoft HoloLens mixed reality head-mounted display
(HMD). The C-arm image or ultrasound image is the essential
navigational clues during the intentional surgery, so we put the
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Fig. 6. Anatomical-based rendering of needle and finger force during
the simulation,

−→
Fa and

−→
Fb mean the external pressure of the needle tip

and the finger force, and
−→
Fc means the resistant force when the needle

passes through the soft tissue.

real-time CT images on the main left part of the 3DUI. The
real-time AR navigation interface is constructed in the top right
of the UI, which is the manipulation platform for the haptic-AR
surgical simulator. We introduce this module to mimic the real
operation in OR. Apart from these two components, the coronal,
sagittal, and axial CT images are also synchronously displaying
the needle track during the surgical simulation as a part of AR
navigation. Referring to the GPS interface, we integrate the
navigation clues in the bottom of the 3DUI, which includes
the operation time, intervention depth, force limitation, speed
limitation, the matching layer of the tissue, and the warning of
mispuncture during the surgery.

2) Anatomical-Based Rendering of Multiobject Force: Apart
from the physics-based rendering of the visual rendering, there
is the force rendering pipeline. In order to reconstruct the force,
we develop an anatomical-based rendering method. Based on
the biomechanics test platform in Fig. 5, these data are obtained
from the fresh porcine lung, which is bought from a butcher.
To support this dual-hands operation realistically, we carry out
the palpation and needle insertion force in one haptic rendering
loop. Fig. 6 shows the force rendering algorithms, including
universal and indispensable, for most kind of image-guided
medical simulations.

−→
Fa,

−→
Fb, and

−→
Fc are the external needle

force, finger pressure, and the tissue resistance, respectively.−→
Fa rendering is based on the aforementioned deep learning
algorithms, inputting with the specific puncture velocity, needle
diameter, and the time, the system could output the real-time
force, and send it to the haptic device to rendering.

The force
−→
Fb means the palpation force that the doctor detects

the best puncture location through the finger pressing. The
target position of lung inside decides the force feedback to the
fingertip should be resultant from the rigid ribs and the surface
multilayers’ soft tissue. Here, this procedure is divided into
two statuses: First, the original location of a fingertip detects
the collision detection with the derma surface, virtual proxy
without penetration into the visual objects. There is no force
feedback in this stage. Second, with no exceeded fascia plane,

Fig. 7. Haptic-AR-enabled COVID-19 lung biopsy surgical navigation
prototype.

when PosFinger(t0) turns to PosFinger(t), with the external
force increasing, a proxy begins to penetrate into the objects.
Since the skin is 0.8 mm and the thickness of human muscle and
fat is 8.4 and 39 mm, respectively, we can render the fingertip
force according to the following function:

�FC=

⎧⎪⎪⎨
⎪⎪⎩

kskinΔd, 0 < Δd < 0.8
kskinΔd+ kfat (Δd− 0.08) , 0.8 < Δd < 8.4
kskinΔd+ kfat (Δd− 0.08) + kfascia (Δd− 0.08) ,
8.4 < Δd < 48.2

⎫⎪⎪⎬
⎪⎪⎭
.

When the COVID-19 lung biopsy navigation framework is
implemented, we integrate the hardware system, including a
Microsoft HoloLens AR HMD with two Phantom Omni, 6-DOF
input, and 3-DOF out haptic rendering device. Owning to the
physically based rendering (PBR) and the high refreshment (>
900 HZ) requirement of the haptic rendering, we connect the PC
and HoloLens through a feature of holographic remoting, which
could put the heavy calculation rendering work on a PC. The
whole system is shown in Fig. 7.

C. System Evaluation

Since the simulator cannot fully automatically record all data,
a dedicated staff records the relevant data during the operation.
24 medical students, 16 novices (two years internship), and
eight professional surgeons conduct the experiments to evaluate
our framework. When a doctor starts the experiment, there is a
dedicated laboratory staff responsible for recording the data. The
experiment tasks include all COVID-19 lung biopsy procedures.

1) Evaluation Metrics: The parameter indicators of the par-
ticipants’ performance are recorded for the objective evaluation.
The first penetration (Path I) trajectory is from the trailing edge
of the 12th rib, and reached the target. This route is the most
recommended one from the thoracic surgeon, since it avoids
the district of ribs and the dense distribution of blood. Path II
began from the lower middle part between the 11th rib and
12th rib, across the middle pulmonary lobe and reached the
target position. Path III, as the hardest trajectory forms the upper
pulmonary lobe penetration, needs to avoid the misspuncture on
the lung lobe [30]. Furthermore, to prevent the lung perforation
that happened during the surgery, there are two short pauses
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TABLE I
OBJECTIVE METRICS FOR THE SYSTEM EVALUATION

during the intervention process when the needle tip touches the
lung capsular and the target COVID-19 infection lesion.

To fulfil the real-world surgical requirements, we choose
our objective evaluation matrices contents based on these three
surgical tunnels and ask all the trainees to hold for a pause when
they feel (visual or tactile) the resistance of the lung capsular and
the target lesion. The target indicators of the systematic review
are reported in Table I.

2) Subjective Questionnaire: The subjective evaluations in-
clude two main components, the navigation effects and the
haptic-AR reliable system assessment. The navigation effect
part includes each performance of the combinations of differ-
ent navigational methods. The haptic-AR navigation simulator
evaluation questionnaires include the visual and haptic rendering
performance feedbacks from the experts and novice participants.
The system exceptions matrix is used for the system probable
applications assessments for the surgeons’ prospects, as reported
in Table II.

IV. RESULTS

A. Learning Accuracy

The training force data are separated into 100 groups based
on time series, each puncture force is collected by the ATI force
sensor with 1000-Hz sampling frequency, and the number of
effective data in each group are about 10 000. According to the
lung puncture data, the results at the next moment predicted by
the first 100 time data are reported in Table III. The evaluation
metrics include root-mean-square error (RMSE), mean absolute
error (MAE), and mean-squared error (MSE). The smallest val-
ues indicate that the corresponding model has the best prediction
performance, as seen in Table III.

TABLE II
SUBJECTIVE METRICS FOR THE SYSTEM EVALUATION

The bold entities is used to distinguish the different types of evaluation.

TABLE III
PERFORMANCE COMPARISON BETWEEN THE PROPOSED WCL MODEL AND

THE GENERAL MACHINE LEARNING METHOD

The bold entities indicate the high performance of the model we proposed.

Compared to BPNN, RNN, random forest, SVM, and LSTM,
our proposed WPD-CNN-LSTM model presents the best predic-
tion results. Boxplots of the MSE of different models are shown
in Fig. 8.

Fifty consecutive data of heart, liver, and lung at different
times are randomly selected as training data so that a total of
18 272 samples are used to train the model. The remaining 7831
samples are used for testing. We smooth the dataset, conduct
normalization, and perform five-fold cross-validation. Table IV
reports the comparison study among different scenarios. The
recognition results of heart, liver, and lung based on force
feedback data under different models are reported in Table IV.
Accuracy, precision, recall, and F1-score are used for perfor-
mance evaluation. Meanwhile, the area under the ROC curve
(AUC) is shown in Fig. 9.

Given the data in Table IV and Fig. 9, we can see that
the ResNet network can achieve excellent results in the organ
recognition.

In terms of ROC, our proposed ResNet model achieves 1,
which outperforms 99%, 96%, 88%, 84%, and 77% for the KNN,
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Fig. 8. Boxplot for comparing different models, and the MSE re-
sult demonstrate that WCL method we proposed shows the best
performance.

TABLE IV
PERFORMANCE OF DIFFERENT CLASSIFICATION MODEL

The bold entities indicate the high performance of the model we proposed.

Fig. 9. FPS of ROC for different algorithms, the ResNet shows an
extremely high performance among the experiment algorithms.

XGBoost, SVM, multinomial NaiveBayes, LSTM, and logistic
RegressionFCN, respectively.

B. Objective Comparison

The results of the subjective comparison of the different
groups are reported in Table V. The abbreviations are the same
to that in Table I. The experts’ performances in the paths I, II,
and III are better than the novices. As the surgical difficulty

increases, the surgical faults increase for both the experts and
the novices.

V. DISCUSSION

To develop an intelligent and trustworthy COVID-19 lung
biopsy surgical navigator, the haptic-AR based framework has
been conducted. Based on the training results, the COVID-19
lung biopsy can be accomplished with or without assistance,
visual feedback and numerical feedback are provided.

A. Performance by Haptic-AR Navigation

The improvement of the augmented reality navigation is the
natural ergonomic pattern and the immersive perception for
the lung biopsy. Compared with the traditional visual-based
rendering method, AR navigation can significantly improve
the surgical procedures of novice doctors. Furthermore, AR
coverage demonstrations can help them identify patient-specific
structures. Another interesting finding is that in complex and
delicate procedures, such as acupuncture into the lung, AR’s
3-D spatial-visual advantage is of great help to beginners. During
the biopsy position is found, most experts focus on completing
the operation with C-arm image, and even some experts directly
remove HoloLens to conduct the remaining operations. Since we
are unable to establish an evaluation system for animal experi-
ments or clinical trials, a limitation of our approach is AR immer-
sion, which will be addressed in our future work. The most sig-
nificant difference observed in the experiment is that the expert’s
haptic-guide performance is faster and more accurate when
performing tasks. The tactile clues of novices suggest that the
contribution to clinical experience during surgery is low, which
may result in that they are still not accumulating experience.

B. Performance by Hybrid Deep Haptic Navigation

Compared with the traditional LSTM model, the RMSE,
MAE, and MSE on the hybrid WCL reduce by 0.061 (N),
0.0061(N), and 0.000195 (N), respectively. The comprehensive
performance is improved by more than 30%. It indicates that
the new WCL model can obtain more accurate features and
more accurate prediction results after the processing of WPD and
CNN. The force feedback time series can be decomposed into the
low-frequency and the high-frequency subseries. WPD is used to
extract these frequency features. We use 1D-CNN to extract the
feature information in each frequency subseries. In Table IV, the
accuracy of the ResNet method is 97%, which indicates that the
ResNet can recognize different organs even using the past 0.1-s
data. In contrast, the accuracy of the KNN is 96%, XGBoost is
81%, SVM is 72%, logistic regression is 68%, and the accuracy
of multinomial NaiveBayes is 50%. Information that is more
promising can be obtained from the ROC curve in Fig. 9 and the
confusion matrix in Fig. 10. ResNet is superior in this specific
task. In the offline process, we use the proposed WCL model and
ResNet model to train the force feedback. After optimizing and
adjusting the model parameters, the model is saved. The new
experiments with the saved model are performed in the online
application. According to the predicted feedback, the organ type
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TABLE V
RESULTS OF OBJECTIVE COMPARISON IN DIFFERENT GROUPS ON THE HAPTIC-AR NAVIGATION FRAMEWORK

The bold entities is used to distinguish the different experimental groups of the objective evaluation.

Fig. 10. Confusion matrix for different algorithms. (a) K-nearest neigh-
bors. (b) Logistic regression. (c) Multinomial NaiveBayes. (d) ResNet.
(e) Support vector machine. (f) XGBoost.

and the force feedback at the next moment are predicted and
displayed on the monitor.

VI. CONCLUSION

In this article, we proposed a new haptic-AR-enabled guiding
strategy for precision and reliable surgery. We developed a cus-
tomized deep learning algorithm to predict the stress procedures
by the time series. Apart from that, to achieve a better human
ergonomics performance, we visualized all the navigational
clues from our haptic-AR guide system. We are among the first of
applying deep learning for the COVID-19 lung biopsy surgical
prediction and classification cues, which may provide a new
strategy for COVID-19 therapy.
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