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A B S T R A C T   

Hydrodynamic cavitation (HC) has been widely considered a promising technique for industrial-scale process 
intensifications. The effectiveness of HC is determined by the performance of hydrodynamic cavitation reactors 
(HCRs). The advanced rotational HCRs (ARHCRs) proposed recently have shown superior performance in various 
applications, while the research on the structural optimization is still absent. The present study, for the first time, 
identifies optimal structures of the cavitation generation units of a representative ARHCR by combining genetic 
algorithm (GA) and computational fluid dynamics, with the objectives of maximizing the total vapor volume, 
Vvapor , and minimizing the total torque of the rotor wall, M→z . Four important geometrical factors, namely, 
diameter (D), interaction distance (s), height (h), and inclination angle (θ), were specified as the design variables. 
Two high-performance fitness functions for Vvapor and M→z were established from a central composite design with 
25 cases. After performing 10,001 simulations of GA, a Pareto front with 1630 non-dominated points was ob-
tained. The results reveal that the values of s and θ of the Pareto front concentrated on their lower (i.e., 1.5 mm) 
and upper limits (i.e., 18.75◦), respectively, while the values of D and h were scattered in their variation regions. 
In comparison to the original model, a representative global optimal point increased the Vvapor by 156% and 

decreased the M→z by 14%. The corresponding improved mechanism was revealed by analyzing the flow field. The 
findings of this work can strongly support the fundamental understanding, design, and application of ARHCRs for 
process intensifications.   

1. Introduction 

In accordance with the data from United Nations in 2019, the world 
population may exceed nine billion in 2050 [1]. With the rapid growth 
of human population and the consequent development of chemical in-
dustry, how to meet the requirement in energy savings, CO2 emission 
reduction, and improved cost competitiveness throughout the process 
industry has been a significant global problem worldwide [2,3]. 
Currently, process intensification is considered to be one of the most 
promising progress paths for the development of a more sustainable 

process industry [4,5]. To enhance effectiveness, eliminate the need for 
costly raw materials, and reduce reaction condition requirements, 
several alternative energy sources, including plasma, microwave, solar 
energy, and sonochemistry, have been widely applied in various process 
intensifications [6,7]. Among them, hydrodynamic cavitation (HC) 
technology, which can effectively induce sonochemical effect, has great 
potential for industrial-scale applications mainly because of its good 
scalability, low cost, and high synergy effect with other physical and 
chemical methods, e.g., ultrasound [8], catalysts [9], electrochemistry 
[10], ultraviolet [11], plasma [12], and chemicals (oxidants [13] and 
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acids [14]). 
Hydrodynamic cavitation reactors (HCRs) mechanically generate the 

HC phenomenon, and the effectiveness of HC technology is therefore 
directly dependent on the performance of HCRs [15]. In accordance 
with the mechanical structure, HCRs can be categorized into non- 
rotational and rotational [16]. Since Pandit and Joshi [17] firstly uti-
lized a cavitating valve for hydrolysis of fatty oils in 1993, non- 
rotational HCRs, such as Venturis and orifices, have been widely 
applied and studied [18]. More recently, advanced rotational HCRs 
(ARHCRs) containing a rotor-stator assembly have demonstrated supe-
rior performance in disinfection [19], biodiesel production [20], food 
treatment [21], disintegration of waste activated sludge (WAS) [22], 
degradation of organics [23], fibrillation [24], delignification [25], and 
heat generation [26] etc., from effective and economical points of view. 
For instance, the conventional HCRs obtain low disintegration degrees 
(DDs) of WAS ranging from 7.7–40% [27-29], while a well-designed 
pilot-scale ARHCR can solely achieve a DD at 57% for 196 L in only 
20 passes, as reported in Petkovšek, et al. [30]’s work. For the con-
ventional HCRs, such high DDs can be only achieved in synergy with 
alkalis (e.g., NaOH) [31-33]. 

In general, the performance of various HCRs relies on their 
geometrical structures [34]. Even though ARHCRs have been studied, 
developed, and commercialized for the last ten years [35,36], only few 
studies focused on the experimental flow visualization [19,24,26,30,37- 
41], external characteristics [26,37,38,40], and computational fluid 
dynamics (CFD) [42,43] of various ARHCRs. Moreover, the effect of 
structure on their performance is rarely focused on, let alone structural 
optimization. Recently, for the first time, we investigated the effect of 
the cavitation generation unit (CGU) structure (i.e., five key factors 
including shape, diameter, interaction distance, height, and inclination 
angle) of a representative ARHCR on its cavitation generation and 
required shaft power [44]. The results indicate that the CGU structure 
determines the performance, and the variation trend of the cavitation 
generation and power for one single factor was contradictious. There-
fore, to further improve the performance and develop the design crite-
rion of ARHCRs, a multi-objective optimization on the ARHCR structure, 
which has been not conducted in the past to the best of our knowledge, is 
necessary. 

To this, we herein provide a multi-objective optimization on the CGU 
structure of the representative ARHCR [15,38,45,46] by combining 
genetic algorithm (GA) and CFD for the first time. The chosen objectives 
were to minimize the shaft power (standing for energy consumption) 
and to maximize the cavitation generation. Four important geometrical 
factors of the CGU, namely, diameter, interaction distance, height, and 
inclination angle, as confirmed in our previous study [44], were selected 
as the design variables. The central composite design (CCD) was per-
formed to establish the response surface models for the two objectives as 
the fitness functions utilized in the GA. A total of 100 generations with a 
population of 100 was simulated by Non-Dominated Sorting Genetic 
Algorithm II (NSGA-II). The optimization process was analyzed in terms 
of the parallel coordinate, individual and point number distributions, 
and correlation table. Finally, the performance and flow field of the 
original and optimal models were compared with physical explanations. 
The flow chart of the whole optimization process can be found in Fig. 1. 

2. Methods 

2.1. Numerical simulation 

To obtain the responses (i.e., the objectives) for various design var-
iables, the commercial CFD code ANSYS Fluent 18.2 was applied to 
predict the ARHCR performance by combining the shear stress transport 
k-omega model (i.e., the turbulence model) and Schnerr-Sauer model (i. 
e., the cavitation model) [47]. Because the flow field periodically 
changes, the full flow path of the ARHCR can be simplified to 1/32 of the 
interaction region as the computational domain, which was well 

validated in our previous works. In the ARHCR, the periodic interaction 
between the rotor and stator forms low-pressure regions inside the CGUs 
and on the downstream side of the CGUs. As a result, vortex cavitation 
and sheet cavitation regions are induced. The detailed description on the 
computational domain, solver setup, boundary conditions, mesh, vali-
dation, and flow mechanism can be found in the studies by Sun, et al. 
[43] and Sun, et al. [44], and is not repeated here. 

2.2. Multi-objective optimization 

2.2.1. Design variables and objectives 
In the present study, the hemisphere-shaped CGU in interaction 

mode was selected as the reference model, due to its superior perfor-
mance compared with other common designs, e.g., cone-cylinder, cone, 
or cylinder shapes [44]. Four geometrical factors with important in-
fluences, i.e., diameter (D), interaction distance (s), height (h), and 
inclination angle (θ), were selected as the design variables, as presented 
in Fig. 2. Based on the experience derived from our previous experi-
mental and numerical studies [15,26,38,40,43-46], the basic values and 
suitable ranges utilized in the CCD for the four design variables were 
shown in Table 1. 

To evaluate the ARHCR performance, the total vapor volume, Vvapor , 

and the total torque of the rotor wall, M→z , were utilized. Vvapor can be a 
reasonable parameter representing the cavitation intensity generated by 
the ARHCR, which is defined as follows: 

Vvapor =
∑N

i=1
αvaporVi (1) 

where N is the total number of cells in the computational domain, 
αvapor is the vapor volume fraction of each cell, and Vi is the volume of 

Fig. 1. Illustration of the flow chart for the optimization process.  
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each cell. M→z , which can stand for the required shaft power of the motor, 
is calculated by summing the cross products of the pressure and the 
viscous force vectors for each face with the moment vector: 

M→z = r→× F→p + r→× F→v (2) 

where r→ is the vector from the moment center to the force origin, F→p 

is the pressure force vector, and F→v is the viscous force vector. Since the 
two objectives periodically change during the interaction process, they 
were collected at the last time step before the coinciding stage for all 
cases [44]. 

2.2.2. Central composite design 
The CCD, proposed by Box and Wilson in 1951, is one of the most 

widely utilized designs in the response surface methodology. In general, 
a full uniformly rotatable CCD includes several cube, star (or axial), and 
center points, which can be written as: 

N = k2 + 2k+ n (3) 

where N , k , and n are the numbers of the design points, design 
variables, and replicate center points, respectively. In addition, the 
distance of each star point from the center point in the design domain, α , 
can be determined as [48]: 

α = 2k/4 (4) 

Generally, the accuracy of GA optimization relies on the performance 
of fitness functions. The fitness function with poor quality may cause 
inaccurate solutions or divergence of the genetic process. The present 
work utilized the second-order response surface model as a fitness 
function for the objectives, y : 

y = β0 +
∑k

i=1
βixi +

∑k

i=1
βiix2

i +
∑ ∑k

i<j=2
βijxixj + ε (5) 

where β0 , βi , βii , and βij are the regression coefficients for the 
intercept, linear, quadratic, and interaction terms, respectively, and can 
be obtained by implementing the CCD experiment [26]. 

2.2.3. Genetic algorithm 
In the present study, the NSGA-II, which is a typical, widely used 

global multi-objective optimization method with fast non-dominated 
sorting and congestion mechanism, was utilized to conduct the GA 
optimization in the platform of Isight 2016, based on our previous 
experience [49]. 

The number of generations was specified as 100 with a population of 
100. The crossover probability, crossover distribution index, and mu-
tation distribution index were 0.9, 10, and 20, respectively. The upper 
and lower limits of the design variables were set as shown in Table 1. 
The optimization direction was to achieve the maximum value for Vvapor 

and the minimum value for M→z . Because the GA needs to constantly call 
computing resources to guide the evolution of the individuals in each 
generation, it is unrealistic for CFD simulation to provide calculation 
results for each step. As a result, the approximate model has to be 
applied in the optimization process. In the current research, the fitness 
models obtained from CCD were adopted in place of the CFD as the 
criteria of calculation and evaluation, which can significantly save 
computing resources with totally acceptable errors. As to the dual- 
objective problem, the ideal solution for both of the objectives cannot 
be achieved simultaneously, and certain levels of the equilibrium have 
to be established between the two directions, thereby, the diversity of 
the solutions will be created. 

3. Results and discussion 

3.1. Central composite design 

In the present study with four design variables (i.e., k = 4), 25 cases 
with 16 cube points, eight star points, and one center points (N = 42 +

2× 4 + 1 = 25) were conducted for the full uniformly rotatable CCD. In 
addition, all variables were studied in five levels (− 2, − 1, 0, 1, and 2) 
where the distance was determined as α = 2k/4 = 2 . The CCD results are 
presented in Supplementary Table S1. To determine the influence of the 
variables on the objectives, the analysis of variance (ANOVA) for the 
linear, square, and two-way interaction terms of the two fitness models 
was conducted, as shown in Supplementary Tables S2 and S3. To 
improve the quality of the models, several terms with considerably high 
P-values were deleted, the final form of the fitness models is as follows: 

Fig. 2. Schematic diagram of the ARHCR (a) and the design variables of the CGU (b). D: diameter, s: interaction distance, h: height, θ: inclination angle.  

Table 1 
The design variables utilized in the CCD and GA (CCD: central composite design, 
GA: genetic algorithm).  

Design variable Basic design Lower limit Upper limit 
CCD GA CCD GA 

x1: diameter, D (mm) 10 8 9 12 11 
x2: interaction distance, s (mm) 2 1 1.5 3 2.5 
x3: height, h (mm) 1 1 1.5 3 2.5 
x4: inclination angle, θ (◦) 0 0 6.25 25 18.75  
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Vvapor=40.9− 13.31x1+7.75x2+13.22x3− 0.306x4+1.18x2
1+3.619x2

2− 2.438x1x2

− 1.598x1x3+0.1128x1x4− 0.2914x2x4(×10-8m3)

(6)  

M→z=− 1.87+0.332x1 − 0.041x2+0.444x3 − 0.0582x4 − 0.3585x2
2+0.000813x2

4

+0.1195x1x2 − 0.0932x1x3+0.02563x2x4 (N⋅m)

(7) 

The R2 , Adjuseted R2 , and Predicted R2 of the revised fitness models 
are 96.77, 94.32, 82.56% and 96.83, 94.06, 81.76%, respectively. This 
indicates the reasonable goodness-of-fit of the models which can provide 
accurate prediction for new observations in the GA optimization. 

To visualize the effects of the design variables on the objectives, 2D 
contour and 3D response surface plots for all possible pairs of variables 
were generated, as shown in Figs. S1 and S2 where the other variables 
were held at their center values. It can be found that higher D and lower 
s, h, and θ are beneficial to the cavitation generation, while energy 
consumption can be saved by decreasing D, s, h, θ and increasing s. No 
interaction effect on Vvapor between h and θ was observed, as evident 
from the straight iso-lines in Fig. S1 (g), while the remaining three 
variables have strong interaction effects on the two objectives. The more 
detailed explanation on the ANOVA and response surface can be found 
in our previous works [26,48]. 

3.2. Multi-objective optimization by genetic algorithm 

The multi-objective optimization process was started from the basic 
design values shown in Table 1, and the GA process with 10,001 simu-
lations were conducted utilizing the two fitness functions obtained by 
the CCD. A Pareto front of 1630 non-dominated optimum design points 
(i.e., individuals), marked as the grey circle, was acquired, as demon-
strated in Fig. 3. The other individuals were marked as the scattered 
cross. It can be found that enhancing Vvapor along the Pareto curve (a 

positive feature) invariably corresponds to a continuous increase in M→z 
(a negative feature). Therefore, such obvious trade-off relationships 
between Vvapor and M→z indicate that the appropriate CGU structure can 
be only determined by reasonable compromises. 

To simplify high-dimensional data to 2D, the results of all 10,001 
simulations in the form of parallel coordinates are presented in Fig. 4, 
demonstrating the relationship between the design variables and ob-
jectives during the GA optimization. The horizontal axis represents the 
design variables (left) and the objectives (right), and the vertical axis is 
the normalized level of each parameter. For all points (Fig. 4 (a)), the 
whole variation ranges of the four variables were almost fully covered in 
the GA optimization. While in the case of the Pareto front (Fig. 4 (b)), the 
values of s and θ were concentrated on their lower (i.e., 1.5 mm) and 
upper limits (i.e., 18.75◦), respectively, while D and h were scattered in 
their variation regions. Therefore, compared with adjusting s and θ to-
wards the optimization direction, determining the appropriate values of 
D and h in the GA optimization is more vital due to the wider adjustment 
ranges and more possible combinations. 

To visualize high-dimensional data in a more efficient manner, 
Fig. S3 shows the correlation table of the design variables and objectives 
for all points and Pareto front. Similar to the results of the parallel co-
ordinates, D and h emerge notably positive (the correlation values >
0.89) and negative (the correlation values < -0.76) linear correlations in 
Pareto front (Fig. S3 (b)), respectively. This means the effects of these 
two design variables on the objectives are progressive, adjustable, 
controllable, and predictable. In contrast, the correlation effects of s and 
θ are considerably weaker, especially for s whose correlation value is 
close to zero. Similar conclusions can be also obtained in the individual 
distributions of all variables for all the points (Fig. 5 (a)) and the Pareto 
front (Fig. 5 (b)), where the best linear fit is represented by the black 
curve on each plot. For the Pareto front, the D and h curves have obvious 
finite slopes for both of the objectives, which means the magnitude of 
parameter variation is consistent with the strength of the effect. While 
the distribution slopes of the s and θ curves are close to infinity, indi-
cating that a minor variation in the design variables will have a signif-
icant impact on the objectives. This is the reason why the individuals of s 
and θ were restricted on one side, as shown in Fig. 4 (b). Overall, D and h 
have much stronger linear relationships with the objectives in wider 
adjustment ranges, as the effects of both D and h on the two objectives 
are conflicting, unlike s and θ. Therefore, the compromise between D 
and h is the key to the success of the GA optimization. From another 

Fig. 3. Solutions of the multi-objective GA optimization.  
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perspective, the effects of s and θ within the ranges were under sec-
ondary consideration, and their values were mainly used to fit D and h. 

To show the potential directions in which the objectives may 
advance, the solution point number distributions for all points and 
Pareto front in the optimization process are illustrated in Figs. 6 (a) and 
(b), respectively. The upper two histograms in each figure represent the 
number distributions in terms of the objectives, while the lower four 

histograms stand for the number distributions according to the design 
variables. In addition, in each histogram, the horizontal axis represents 
the value of the design variables or the objectives ranging from the lower 
limit (left) to upper limit (right). The vertical axis represents the number 
of solution points. The purpose of the GA optimization is to select the 
optimal individuals in accordance with the law of survival of the fittest: 
The greater the number of survivors, the stronger the adaptation to the 

Fig. 4. Parallel coordinates showing the relationship between the design variables and the objectives for (a) all points and (b) Pareto front.  
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objective function. It can be found that the values of either Vvapor or M→z 

gathered around the three regions (marked with red circles). These 
distributions were generated from the same individuals, so the gathered 
regions were matched with each other, representing three elite 

subgroups. During the evolution process, the genes of these subgroups 
achieved comparative advantages, and more offspring individuals were 
produced and preserved compared with the other groups, which has a 
great influence on the direction of evolution and the distribution of the 
Pareto front. These subgroups are the basis for selecting the final results. 

Fig. 5. Individual distributions of the design variables and objectives for (a) all points and (b) Pareto front.  

X. Sun et al.                                                                                                                                                                                                                                      



Ultrasonics Sonochemistry 80 (2021) 105771

7

Based on the above analysis, three global optimal points (i.e., A, B, 
and C) were finally selected from the Pareto front, as illustrated in Fig 
S4, with the corresponding design parameters shown in Table 2. They 
are the representatives of the diversiform optimized directions: The 
main targets of points A and C are to reduce the energy consumption (A) 
and enhance the cavitation generation (C), respectively. For point B, two 
objectives are properly compromised with the minimum distance to the 
Utopia point, revealing both the performance and economics were 
maximized. In addition, Table 2 also presents a comparison between the 
objectives of points A, B, and C obtained from the CFD and GA. The small 
errors between the results (less than 10%) demonstrate that the 
reasonable performance of the fitness functions and the high reliability 
of the GA optimization. 

3.3. Comparison between the original and optimal designs 

To examine why such significant improvements were achieved by 
the GA optimization, Fig. 7 presents a comparison of the velocity and 
pressure distributions and cavitation region in the original and selected 
optimal models (taking point B as an example). In the ARHCR, cavitation 
phenomenon is generated by the interaction between the static CGU 
(located on the stator) and moving CGU (located on the rotor): The fluid, 
which was driven by the rotor with a high rotational speed at 3600 rpm, 
formed a vortex inside each CGU, and the impacting flow induced a 
separation region on its downstream side (Fig. 7 (a)). When the static 
pressures in the vortexes and separation regions drop below the local 
saturated vapor pressure, vortex cavitation (VC) and sheet cavitation 

Fig. 6. Point number distributions of the design variables and objectives for (a) all points and (b) Pareto Front.  

Table 2 
Selected optimal points of the GA optimization.  

Point D (mm) s (mm) h (mm) θ (◦) Vvapor (£ 10-8 m3)  M→z (N∙∙m)  
GA CFD GA CFD 

Original 10.00 2.00 1.00 0 - 5.44 - 1.63 
A 9.00 1.50 2.50 18.70 5.73 6.23 0.76 0.82 
B 11.00 1.50 2.49 18.75 15.27 13.92 1.35 1.40 
C 11.00 1.50 1.50 18.75 19.61 20.82 1.93 1.94  
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Fig. 7. Comparison between the original (left) and selected optimal model B (right). The iso-surfaces in grey color in the middle and right represent cavitation 
patterns with the volume fraction of gas phase at 0.3. Velocity and vector distributions in relative reference frame on the middle plane (a), static pressure distribution 
and cavitation regions on the middle plane (b), and bird’s-eye view with the static pressure distribution of the rotor surface (c). The rotational direction of the rotor 
(lower part) in (c) is clockwise. 
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(SC) can be induced (Figs. 7 (b) and (c)). The detailed description on the 
flow field analysis and cavitation generation mechanism can be found in 
our previous studies [43,44]. 

During the GA optimization, in comparison to the original CGU, the 
Vvapor of the optimal CGU was increased by 155.9% (from 5.44 to 13.92 
× 10-8 m3). This can be attributed to the following reasons: First, the 
inclination angle of the optimal CGU is 18.75◦, while the direction of the 
original CGU is vertical to the rotor wall. Due to the identical open di-
rection of the two CGUs, the induced interaction effect became consid-
erably intense. The two well-developed vortexes were formed inside 
both the static and moving CGUs, which are significantly greater than 
those in the original model (Fig. 7 (a)). As a result, considerably larger 
VC regions were generated (Figs. 7 (b) and (c) Right). Second, the 
smaller interaction distance (reduced from 2 to 1.5 mm) also promoted 
the vortex intensity. This is because the narrow interaction distance can 
enhance the compressing effect between the two vortexes, which can be 
confirmed by the higher flow velocity in the clearance and inside the 
CGUs (Fig. 7 (a) Right). 

On the contrary, SC regions generated in the optimal model were 
considerably suppressed compared with the original model, as demon-
strated in Figs. 7 (b) and (c). The development of the separation regions 
was largely limited due to the smaller distance. More importantly, 
because of the inclined wall of the optimal CGU, the direction of the 
impact flow was almost parallel to the rotor and stator walls (Fig. 7 (a) 
Right), resulting in considerably smaller separation and cavitation re-
gions. At the same time, this phenomenon significantly reduced the area 
of the high-pressure regions on the wall of the two CGUs, leading to a 
lower torque (decreased from 1.63 (original model) to 1.40 N∙m 
(optimal model)). 

In summary, the CCD and GA processes utilized in the present work 
are highly effective: Compared with the original model, 1.56 times more 
cavitation generation was acquired by the optimal model while saving 
14% of energy consumption. In the present GA optimization, s in all 
Pareto front was concentrated to 1.5 mm (i.e., the lower limit), because 
narrow distance can improve both cavitation generation and economical 
efficiency. The benefit of narrow distances was confirmed by Petkovšek, 
et al. [30], who found that when the distance of an ARHCR was reduced 
from 3.5 to 0.8 mm, the pressure amplitudes were increased from 0.7 to 
1.7 bar on average. However, such benefits may be only achieved in 
interaction-type ARHCRs. Because the physical mechanism of the effect 
of D, h, s, and θ was explained in detail in our previous work [44], and is 
not discussed here. Nevertheless, they are needed to be further investi-
gated by experimental methods since there is still no corresponding 
research so far. 

4. Conclusions 

In the present study, the multi-objective optimization of the CGU 
structure of a representative ARHCR was conducted by GA and CFD for 
the first time, with the objectives of maximizing the cavitation genera-
tion (i.e., Vvapor) and minimizing the energy consumption (i.e., M→z). The 
design variables included all important geometrical parameters of the 
CGU: D (9–11 mm), s (1.5–2.5 mm), h (1.5–2.5 mm), and θ 
(6.25◦–18.75◦). To identify the optimal structure, the global optimiza-
tion algorithm NSGA-II was utilized after achieving the two fitness 
functions from the CCD. By analyzing 100 generations with a population 
of 100, 1630 non-dominated optimum design points with trade-off re-
lationships were obtained. The results suggest that smaller s and greater 
θ in proper ranges always benefit the performance, while the values of D 
and h are needed to be appropriately selected with a compromise 
consideration. A selected global optimal point can improve the cavita-
tion generation by 1.56 times while saving 14% of energy consumption, 
compared with the original model, indicating high effectiveness and 
reliability of the GA optimization. Nevertheless, it should be noticed that 
the cavitation intensity of an ARHCR in certain applications cannot 

characterized by the Vvapor which was used in this study, therefore, the 
effects of the four variables obtained by CFD are needed to be further 
investigated by experiments. 

CRediT authorship contribution statement 

Xun Sun: Conceptualization, Investigation, Methodology, Writing – 
original draft, Writing – review & editing. Ze Yang: Methodology. 
Xuesong Wei: Writing – original draft, Methodology, Conceptualiza-
tion. Yang Tao: Writing – review & editing. Grzegorz Boczkaj: Writing 
– review & editing. Joon Yong Yoon: Writing – review & editing. 
Xiaoxu Xuan: Conceptualization, Supervision. Songying Chen: Su-
pervision, Writing – review & editing. 

Declaration of Competing Interest 

The authors declare that they have no known competing financial 
interests or personal relationships that could have appeared to influence 
the work reported in this paper. 

Acknowledgement 

This work was supported by the National Natural Science Foundation 
of China (grant nos. 51906125, 51906126, U2006221); China Post-
doctoral Science Foundation (grant nos. 2020T130364, 2019M650162, 
2020M672058); Post-doctoral innovation project of Shandong Province 
(grant no. 202002006); Shandong Provincial Natural Science Founda-
tion (grant nos. ZR2020KB004) and Youth Interdisciplinary Science and 
Innovative Research Groups of Shandong University (grant no. 
2020QNQT014). 

Appendix A. Supplementary data 

Supplementary data to this article can be found online at https://doi. 
org/10.1016/j.ultsonch.2021.105771. 

References 

[1] United Nations, World Population Prospects 2019. https://population.un.org/wpp 
/., 2019. 
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